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Chapter 1

Introduction:
Jiro Kokuryo, Catharina Maracke and
Toby Walsh

This book has been created as a result of a discussion series organized by the
Association of Pacific Rim Universities (APRU) which was financially supported by
Google. Statements and opinions expressed are those of the authors and under
their full responsibility.

1.1 Project Overview

If governed adequately, AI (artificial intelligence) has the potential to benefit hu-
mankind enormously. However, if mismanaged, it also has the potential to harm
humanity catastrophically. Drawing upon this realization, the Association of
Pacific Rim Universities (APRU) with the support of Google, launched an inter-
national collaborative research project in 2017. The Association of Pacific Rim
Universities is a consortium of 50 leading research universities in 17 economies
of the Pacific Rim. Formed in 1997, APRU fosters collaboration between member
universities, researchers, and policymakers contributing to economic, scientific
and cultural advancement in the Pacific Rim.

The project started with a call for papers, which resulted in the submission
of twelve working papers (see Table 1 for the list of authors and titles). Two
drafts were made for each paper, which received feedback from other members
(“coaches”). Completion of these was scheduled for the end of November 2018.
The present report is based on the second draft, submitted for the brush-up
session held at Hong Kong University of Science and Technology on September
1, 2018.

The first meeting of all contributors was held at Keio University on December
1st 2017. Over the course of the discussions, all contributors agreed that the
title of the project should be “AI for everyone: benefitting from and building trust
in the technology”. This title reflects the belief that “access to the benefits of
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AI, awareness about the nature of the technology, governance of the technology
and its development process with a focus on responsible development, should be
transparent, open, understood by and accessible to all people regardless of their
geographic, generational, economic, cultural and/or other social background.“

Four sources of societal threats that need to be addressed were identified to
which analyses and suggestions were offered by the academics.

1. “Black box” machines manipulating human society: Technical solutions to
enable humans to understand, explain, trust and control the behavior of AI,
reducing their perception as “ black boxes” were offered. As well, a frame-
work for the development of a certification system for trustworthy AI systems
was proposed.

2. Unethical uses of AI: Moral, technical and legal solutions to the malicious
unethical use of AI were discussed. The importance of responsibility of
“moral agents” for the use of AI in war and political manipulation was ex-
plored. A proposal was offered to update the notion of legal culpability.

3. New threats on privacy: The dangers of inference attacks in identifying and
learning patterns in data to predict attributes of subjects or databases were
identified. Suggested technical solutions were made including ways to inte-
grate data scattered across various organizations while protecting the pri-
vacy of individuals. A philosophical and historical overview of the tension
between individual and collective benefits of managing data was provided.

4. AI may widen the gap between the rich and the poor: The prospect of the
“replacement of human beings” by AI was discussed along with a strategy
to educate and re-educate the new and existing workforces to equip them to
deal with the emerging needs.

While many of the issues and analyses are global and universal in scope, some
distinctly regional characteristics have emerged throughout the discussion pro-
cess. A particularly important divide seems to exist in attitudes toward individu-
alism and autonomy, which are perceived and institutionalized in various ways,
giving rise to different attitudes toward the use of technology in state surveillance
for public order. In response, a policy statement calling for sensitivity to political
and cultural diversity has been put together (see later).

1.2 Executive summary

AI will have a major impact on society. This statement is no longer in ques-
tion and is consistently reflected across all twelve papers submitted to the “AI
for Everyone Project.” The current discussion, however, is driven by the notion
of whether this impact will be positive or negative. While analyzing possible
consequences for different stake-holders, all papers identify and engage with a
very practical yet deeply philosophical common theme around the notions of in-
dividuality and autonomy, or in perhaps more compelling terms, authority and
responsibility for decisions made by machines.
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In thinking about this, we must begin with a recognition that much of mod-
ern civilization derived by the West has been dependent on an assumption that
autonomous individual humans are taking control of, and responsibilities for,
consequences of using artifacts. Sustainability of this assumption, however, is
under question, particularly in an Asian context that has different philosophical
traditions.

Humans will increasingly depend on the judgment of AI, which relies on a
vast accumulation of data provided by networked computers. Who is to be held
responsible for the accidents caused by autonomously driven cars is a commonly
raised question, to which the traditional assumption of autonomous individual
human beings does not provide a suitable answer. Protection of individual hu-
man rights, including the right to privacy, has become an increasingly complex
endeavor as people take advantage of other people’s data in many aspects of their
lives, including for medical needs. While technical solutions probably exist, we
have not yet been able to define what it is that we want to protect.

A venture into the essence of person-hood leads us to an interesting propo-
sition, that of recognizing machines as “personalities,” at least in a legal sense
(as we already legally recognize corporations as pseudo-persons). Assuming au-
tomated decisions can be attributed to “AI” personalities or institutions, such an
arrangement would sound attractive to engineers fearful of being held responsi-
ble for all the consequences of AI, including the unintended ones. However, we
must emphasize that while acknowledging the increasing popularity of the idea,
none of the contributors supported it in the end to avoid evasion of responsibility
by others in cases of malicious use of technology.

The notion of machine personality also raises the question of moral agency.
Whether or not to allow AI driven weapons to attack people is a real and immedi-
ate moral issue we have at hand.

Humans are a heterogeneous species. We must be sensitive to the diversity
among cultures, particularly when thinking about the relationship between in-
dividuals and communities. The hasty imposition of conventional ethics and
standards can cause resentment among the imposed and societal conflicts as
new forms of networked communities supported by machine intelligence emerge.

Perhaps less fundamental than the issue of autonomy, but also consistently
discussed was the concept of “trust.” While there are multiple facets that can be
discussed around the concept of trust, two aspects seem especially important.
First, humans are wondering if and to what extent technology can be trusted.
Second, engineers are wondering what kind of “explainability” they should build
into the system so that humans can trust the system.

The concept of trust is characterized by the willingness to rely on another
party’s actions. When it comes to the relationship between humans and technol-
ogy, it seems critical for humans to have at least some level of understanding of
the technology in order to “trust” and take advantage of the enormous technolog-
ical opportunity in front of us. At the same time, it seems equally important to
build a common understanding of the possible social impacts when building the
technology. Thus, technology and new systems should not be developed in iso-
lation but in close communication with other disciplines and perspectives. Put
another way, we as a society should think carefully about education, training,
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and governance for technology development.
In the sea of uncertainties surrounding our future relationship with AI, one

thing seems very clear. That is, we must be prepared to work beyond traditional
discipline borders to rethink the fundamental elements of our civilization and
boldly work together to navigate the technology so that it benefits our future. We
must also be prepared to find an adequate response for those who are concerned
about malicious uses of the technology.

1.3 Summaries and Analyses of Individual Papers

This section offers an overview of the submitted working papers, which have been
structured around the four issues identified as societal threats in the context of
this project. Some of the authors have chosen to publish their papers within
this volume. Others have or will publish them elsewhere in the peer reviewed
literature.

Fear of “black box” machines manipulating human society
Unlike traditional information systems that essential operate using predeter-
mined algorithms, much of AI’s behavior depends on the data that it learns from
and is not transparent to the users. Papers have been written on this subject
from both a technical standpoint to identify and solve the problem as well as
from a behavioral perspective, analyzing how humans may in fact be manipu-
lated. Delegation of monitoring to others, such as experts, by means of certifica-
tion may also provide a solution.

Lim (2018) discusses the importance of “explainable artificial intelligence,”
which allows end users to understand the models and algorithms at work in
systems, leading to better control. To this end, the author developed a framework
of explanation layers that addresses the question of why people make certain
inquiries and what the main goals for explanations should be. Methodologies on
how to provide explanations were developed based on the stated goals. People’s
cognitive limitations are analyzed to propose a “user-centric explainable AI” that
reduces decision errors by users (in this paper, medical professionals).

Singh (2018) discusses the prospect of increasing human trust in machines
by providing a model-agnostic and intuitive way to explain any machine learning
algorithm. Successful development of such a method would allow humans to un-
derstand the behavior of AI, reducing their perception as “black boxes.” The paper
focuses on the explainability of classification models, on providing interpretable
descriptions of how input affects predictions. It also sets goals in providing “local”
explanations of why a specific decision was made for a specific instance. Three
forms of explanations, namely linear models, anchors (sufficient conditions), and
counter examples are introduced. Illustrative applications of these three forms
are provided.

Gal (2018), taking on the case of Replika, offers empirical evidence on how hu-
man users of chatbots can build emotional attachments to the pseudo-personalities
AI generate. By using a variation of the Uses and Gratifications Theory to guide
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a structured content analysis, the author analyzed 447 user reviews of the ap-
plication. The analysis indicates that using Replika is a largely gratifying experi-
ence, especially when looking for artificial companionship. It also finds, however,
that engagement in this artificial companionship can negatively affect the users,
both emotionally and socially. Implications of this “artificial socialization” are
discussed alongside a call for continued study of the topic.

Yap (2018) offers a framework for the development of a certification system
for trustworthy AI systems. The author identifies such issues around AI as: (1)
how to show that the results are correct or accurate, (2) how to explain and make
interpretations on the results, and (3) how to show that the results are fair. The
author then explores how people can put their trust in technology under such
limitations, concluding that to be trusted, systems have to (a) be developed by
trustworthy developers, (b) be fair, and (c) generate understandable results. They
also need to be secure, even in an adversarial environment, and come with as-
surances. “Certification elements” are proposed to develop a certification system
to increase trustworthiness. Such proposed certification elements should be de-
signed to include technical expertise as well as neutrality in their evaluation.
Another option presented is to allow self- certification, relying on disclosure by
system providers.

Recognition that AI may be put to unethical uses and that some
restraining mechanisms are necessary
Malicious, unethical use of AI can be catastrophic to human existence. This
part of the project studies moral, technical, and legal solutions to this problem.
Analysis is focused on specific contexts, such as war and political manipulation,
using online robots. More fundamental questions around responsibility are also
explored from the perspective of criminal law.

Erskine (2018) focuses particularly on conflict situations, namely war, to ar-
gue the importance of the notion of “moral agents” for “moral restraints.” Moral
agents are defined as “actors that possess capacities for understanding and re-
flecting upon moral requirements, and for acting in such a way as to conform
to them.” Comparing flesh-and-blood humans, corporations (institutions), and
AI, only humans (and institutions, to the extent individual humans can be held
accountable for them) have the quality of being “moral patients” vulnerable to
suffering from a breach of morals by others. Given that robots lack this quality,
it seems appropriate for humans to be the ultimate moral agent. The author
points out two kinds of risks involved in allowing non-flesh-and-blood agents to
be moral agents as follows: (1) abdicating responsibility to non-moral agents and
(2) eliding the responsibilities of distinct moral agents.

Monroy et al. (2018) reviews the literature on - and offers views on - bot detec-
tion mechanism. Botnets can be used to provoke trending topics and have been
proven to be effective in either favoring political figures, misrepresenting said fig-
ures’ opponents, or influencing voting behavior. Therefore, detection of botnets
is of high importance. Bot detection on Twitter is based on the premise that gen-
uine client accounts show different behavior to bot or semi-automated accounts.
By analyzing combinations of tweet content, sentiment, tweet account, account
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usage, and social network features, detecting the existence of botnets becomes
possible. The authors take a contrast pattern-based approach to detecting bot-
nets. They are also testing a “generative adversarial network” approach. Results
are forthcoming.

Dremliuga (2018) questions the future viability of our present day criminal
law framework. The spread of social systems where humans and AI coexist
increases the ambiguity surrounding intentionality and culpability in harmful
events. Hence, criminal law systems that focus on penalizing responsible indi-
viduals may become neither fair nor effective at preventing harm. The author
moves on to discuss the practicality of giving legal person-hood to machines in a
manner analogous to corporate person-hood. While recognizing increasing sup-
port for the idea, the author questions its effectiveness, as it may fail to penalize
and deter the malicious use of technology. In conclusion, the author proposes a
revision of the concept of culpability, suggests increased control of the possession
of powerful AI systems, and opposes the adoption of the machine person-hood
concept.

New attacks on privacy
There is a new risk of inference attack on privacy, i.e., there may be breaches of
privacy through AI analyzing the results of predictions to determine attributes of
subjects or databases. While privacy has been an issue from the early days of
Internet use, the issue is taking on a new and more serious character given AI’s
great power of inference. That is, by identifying and learning patterns in data,
machines are capable of “mining” sensitive private information from data and/or
even from results of the predictions generated by other systems. A philosophical
revisiting of the notion of the individual is also necessary for a more fundamental
understanding of the meaning of the emerging term “panopticon.”

Shokri (2018) points out the dangers of “inference attacks,” i.e., breaches of
privacy resulting from AI analyzing the results of predictions to determine the
attributes of subjects or databases. The author then seeks algorithms to mini-
mize the threat of inference attacks while maximizing predictive capabilities of AI
at work. This is done by introducing a “regularizing” function designed to pre-
vent the predictive model from over-fitting. Experiments were conducted using
adversarial inference attack models to test the effectiveness of the concept.

Yang and Chen (2018) explore ways to integrate data that is scattered across
various organizations while protecting the privacy of the individuals. The au-
thors propose three types of implementations, namely (1) transfer learning, (2)
federated learning, and (3) federated transfer learning, where “transfer” involves
the transfer of knowledge (not data) and “federated” refers to integrating data
on the same subject in different parts of the schemas. The authors point out
data waste in the conventional federated approach and recommend a federated
transfer learning approach.

Lau (2018) explores the notion of individuality in the context of AI, seemingly
providing a contemporary realization of “panopticon,” or a system of governance
by ubiquitous social surveillance. The author discusses how the West has been
developing the concept of the individual’s freedom as a human right, but quickly
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adds that a recognition of resulting conflict among the interests of the individuals
has brought about a notion of “disciplining of individuality.” The idea of panop-
ticon emerged in this context with the goal of providing maximum surveillance
with the least effort. Both governments and large commercial online services are
in a position to play the role of the “inspector” and are becoming a contempo-
rary threat to the notion of individuality. The difference between the current and
the nineteenth century context is that nowadays, people are often the beneficia-
ries of such surveillance, leading them to be willing participants. The invisibility
of surveillance is also a characteristic of contemporary times. Thus, the all-
encompassing data system neither suppresses nor controls any individual, but
it dissolves individuals into a new collectivism that is made up not of individuals
but of something more fundamental than humans. We may be heading into an
age of post-humanism or transhumanism.

Fear that AI may widen the gap between the rich and the poor

Changes in the world of work and especially loss of jobs has been one of the pri-
mary concerns in the context of discussing AI. While fear of job loss is nothing
new in the interaction between technology and society, AI’s flexibility in perform-
ing highly contextual work adds a whole new dimension to the problem.

Tobar (2018), with “replacement of humans” as an underlying theme, iden-
tifies two lines of developmental philosophies for AI. One pushes AI researchers
to concentrate on examining whether machines can have a mind (Babbage ap-
proach). The other focuses on the replacement of humans by AI while recognizing
the impossibility of artificially creating a mind (Cartesian approach). The author
states that this categorization is in line with Searle’s distinction between strong
and weak AI. Weak AI researchers have shown that “weak AI has not been as
weak as was originally thought.” While a rule-based approach has limits, ma-
chine learning can result in machines simply replacing human labor.

Shen (2018) focuses on people born in or before the 1990s in China, as they
are considered less trained in AI-related fields and thus highly susceptible to
technological advances in the job market. The author provides empirical evidence
of a trend toward increasing wages and a labor force shift in China between
1978 and 2016, coinciding with the introduction of computers and automated
machinery. Given this evidence, the author proposes a list of college majors that
need to incorporate computer science education, and provides an assessment
outline for the design of AI courses offered by both colleges and corporations.

1.4 Policy statement

The participants drew up the following policy statement pulling together the many
valuable conversations that were had during the course of the project.

• AI (artificial intelligence) has the potential to benefit humankind enormously
if it is governed adequately. However, it also has the potential to harm
humanity catastrophically if it is mismanaged.
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• This message, coming from the Pacific Rim Universities, particularly em-
phasizes the need for sensitivity to the diversity in culture, religion, and
political systems when developing governance philosophies and structures.

• Governments, academia, businesses, and non-profit organizations must
work together across cultural and political boundaries to establish trust
in technology, both by adequately managing the technology and by enabling
people to use the technology to beneficial ends.

• The Association of Pacific Rim Universities, with its members coming from
a diverse range of political and cultural backgrounds but united behind its
academic rigor, offers a unique platform for open discussions.

• In this project, aimed at building a community of researchers on the ben-
eficial use of AI, we have been successful in agreeing on a common goal,
that is, access to the benefits of AI, awareness about the nature of the tech-
nology, governance of the technology, and its development process with a
focus on responsible development should be transparent, open, understood
by, and accessible to all people regardless of their geographic, generational,
economic, cultural, and/or other social background.

• We have also identified the following major issues to be addressed:

– Fear of “black box” machines manipulating human society

– Recognition that AI may be put to unethical uses and that some re-
straining mechanism are necessary

– Risk of inference attack on privacy, i.e., breach of privacy through AI
analyzing the results of predictions to determine attributes of subjects
or databases

– Fear that AI may widen the gap between the rich and the poor

• AI is likely to change the foundational constructs of human society, such
as autonomy, ownership, and markets. While using conventional norms to
manage immediate issues, we must be prepared to think out of the box to
offer alternatives regarding the future of humanity.

• While the research is still very much preliminary, we are actively pursu-
ing opportunities to interact with policymakers, businesses, and leaders in
society to exchange ideas based on substantial scientific evidence and con-
structs that reflect history and cutting-edge technologies.
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Chapter 2

How development of Artificial intel-
ligence technology will cause changes
in crime and criminal law:
Roman Dremliuga

2.1 Introduction

The idea of this part is to review a combination of main trends and threats in
the fields of implementation of AI and development of criminal law. I apologize
to academic lawyers who get used to the fact that any idea of this work should
be revealed in a document at least 70 pages long as required by the tradition of
scientific writing on jurisprudence. The author tries to avoid complicated and
intricate legal reasoning in order to make the text as accessible as possible to a
wide range of readers from different subject areas.

Artificial intelligence is a tool to ease daily life. The issue is that for some
people crime is their daily life. Criminals always try to use technological advan-
tages to increase economic benefits of crime as well as to be more efficient and
successful in committing a crime. Fast boats used by pirates, automobiles - by
bank robbers, drones - by drug dealers, and the Internet - by hackers. All are
examples of active involving innovations in criminal sphere. Probably there are
no exclusions and any new technology may be used both for legal and for illegal
purposes. Some people are likely to believe that legal usage is more common, but
it is somewhat arguable assumption.

For instance, in case of the Internet, the most of its content is pornogra-
phy that is illegal for most people of the world (all Muslim states, China, Russia
etc.). Moreover, almost 100% of child pornography that is illegal everywhere is
distributed through the Internet. In case of some ‘special’ Internet technologies
such as Darknet or anonymizers percent of illegal use often overestimates legal
benefits. Darknet, for instance, is the main forum for the illegal drug trade and
distribution of illegal information [1] . It seems that some technologies are more
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natural to be used for illegal purposes even though developers of such technolo-
gies were led by noble intentions. Both the Internet and Darknet were created
as a tool that facilitates science and technologies, makes people closer, destroys
racial, religious and cultural barriers, but in practice the net development had a
lot of negative consequences, and one of them is its use by criminals.

The Internet is a very indicative example because it shows that an idealistic
anticipation of future use of technology may cause significant problems in future.
The Internet occupied the world before clear rules and understanding of future
problems appeared although most of problems could be avoided at initial stages
of development and introduction of technology. In general, legal rules follow
development of technologies and are not prepared for future changes.

Understanding the current and future legal framework is very significant.
First of all, law and its enforcement are used to govern a society. It implies that
studying of AI from legal perspective allows to understand what challenges to
social security caused by wide introduction of autonomous systems. Secondly,
for manufacturers of high technology products it is easier to understand what
products should not be invested because they are able to assess legal risks.

There are a lot of papers devoted to ethic (and sometimes legal) aspects of AI
development and use. Some authors propose introduction of ethical (or legal)
rules into AI behavior principals as a universal remedy from harm caused by AI
systems. But as Patrick Lin fairly commented on robots with AI “One natural way
to think about minimizing risk of harm from robots is to program them to obey our
laws or follow a code of ethics. Of course, this is much easier said than done, since
laws can be vague and context-sensitive, which robots may not be sophisticated
enough to understand, at least in the foreseeable future”[2].

Substantial problem of ethical rules is that every state ideology, generation,
community of professionals, subcultures has their own system of ethical rules.
Sometimes they are totally incompatible with each other and we are not able to
discuss ethical system of rules in the singular. Unification of robot legal rules
means of unification of legal systems that is principally impossible in the foresee-
able future [3].

2.2 Criminal law and AI

Criminal Law is not the same in all countries but it is considered as one of the
most efficient social tools for the control of society. Despite differences between
states national Criminal Law defends the fundamental rights and freedoms of
any society. It regulates and intervenes into social relations in most dangerous
and significant cases of misconduct. There are many ways for the governments
to control its society, such as moral, economic and cultural. Of note, one of
the most efficient measures is criminal law. “Since only criminal law includes
significant sanctions, the criminal law is considered the most efficient measure
to control individuals. Controlling the individuals through criminal law is legal
social control”[4].

The main questions that the author formulates in this essay are the following:

1. How would one be liable for intentional and negligent crimes committed with
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use of AI (for instance, developer, trainer or person(s) who contacts with AI)
and what are limits of such liability? AI system could be very dangerous for
intentional or unintentional unlawful use. For instance, an insane person
commands robot to commit some unlawful acts or some criminals inten-
tionally use robot as a tool for offense.

2. Is it possible that some types of AI become so dangerous that it would be
prohibited to own or use them in general? There is analogy with a weapon or
explosive materials which not every person has permission to use. In most
countries you must have a license to own a weapon or explosive. Similarly,
children or incapacitated persons are not permitted to use a weapon by the
law. For some kind of AI system it would be reasonable. Or governments
should develop rules regulating use of artificial intelligence and a system of
licensing like with automobile transport. This question concerns criminal
law because serious negative consequences of not following rules probably
will imply criminal liability (as with transport, for instance, when a drunk
driver kills a pedestrian).

3. Is it possible that AI would be recognized as a subject to criminal law (anal-
ogy with joint ventures or some animals)?

4. Could we anticipate some kinds of use of AI by criminals?

In other words, this part explores artificial intelligence as: means of commit-
ting a crime, a source of heightened danger, a subject of crime, and AI as an
accelerator of crime.

In case when we review how the use of artificial intelligence as a tool to commit
a crime changes the nature of offense, it may seem that an artificial intelligence
system is just a “high-tech gun” but this statement is far from true. Due to high
level of autonomy of some existing and developed AI systems[5] as well as to un-
predictability of some wide-used algorithms in AI system (for instance, machine
learning algorithm)[6] a relation between acts of an offender and harm or risk
of real harm caused by the acts is more complicated than with a use of other
high technologies. The use of AI influences not only on objective characteristics
of committed crime but on subjective (mental) characteristics as well.

In accordance with modern theory of criminal law, except cases of strict li-
ability, any crime to be recognized as such by the court has to have two main
elements: actus reus (or physical element of a crime) and mens rea (mental ele-
ment of a crime). Such terminology is characteristic of countries of common law,
but if we analyze the criminal law of countries of statutory law (like China [7],
Germany [8], Russia [9] etc.), then there is similar situation.

Lists of acts that are considered to be criminal vary from country to country
but they are mostly the same. Among globally recognized crimes are: murder;
voluntary manslaughter; larceny; embezzlement; false pretenses; robbery; bur-
glary, forgery etc. The similar situation is with mental element of the crime, as
some authors conclude “Despite the fact that lawyers on both sides of the At-
lantic operate with different legal technical terms, criminal culpability rests upon
a generally accepted understanding of what constitutes a guilty mind (mens rea),
and voluntary conduct” [10]. Further we will rely mainly on the terminology of
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common law countries, sometimes referring to examples from the criminal law of
countries of statutory law.

2.3 The concept of culpability in crime law and AI
systems

Mens rea is a culpable state of mind in the individual committing the crime,
usually there are two, three or four modes in criminal law culpability that depend
on particular jurisdiction. For instance, the United States’ legal tradition defines
four modes of culpability: purpose, knowledge, recklessness, and negligence that
are reflected in The Model Penal Code (MPC) developed by the American Law
Institute (ALI) [11]. Criminal law of England has three modes: intention (divided
into direct and indirect), recklessness and negligence [12]. Russian Criminal
Code defines four forms of guilt: intent, indirect intent, extreme recklessness
and negligence [13]. The Chinese Penal Code mentions two modes of culpability:
intent and negligence [14] but criminal law has three forms of intent [15].

The question is how issue of forms of guilt is related with crimes committed
with the use of AI. The answer is that an autonomous system as a tool of crime
increases unpredictability and ambiguity of current legal orders. We will try to
clarify this statement further. All mentioned jurisdictions “deconstruct mens rea
into the cognitive and volitional elements” [16] and “the interplay and intensity of
these constitutive elements determine the degree of person’s culpability”. At the
same time Artificial intelligence is recognized as a machine or software that some-
times has wide cognitive abilities (to know, understand, and think) and artificially
autonomous will. As some authors define autonomous machine as “reactive (it
responds in a timely fashion to changes in the environment), self-controlling (i.e. it
exercises control over its own actions and is not directly controlled by any other
agent), goal-oriented (it does not simply act in response to the environment), and
temporally continuous (it is a continuously running process)” [17]. Conceptually it
means that degree of person’s culpability when AI is a tool of a crime would be
affected by cognitive and volitional characteristics of AI.

Intentional crimes. From the mental element point of view intentional crimes
is the most dangerous kind of crimes. Criminal intent (purpose) implies that a
person foresees and wills the possible negative consequences of his/her conduct.
For instance, if a person uses a gun to kill somebody, it is obvious that most of
the world’s adult population (except some tribes who do not have a lot of contacts
with civilization) understand that a result is predictable pushing a trigger of a
pistol and directing it to a victim. Even if a person denies that he/she predicts
and wills a death of a victim, the court would use conception of virtual certainty
[18] (in English criminal law or similar conceptions in other jurisdictions) when
probable consequences are obvious for any sane person. Courts around the world
have extensive practice in establishing this form of guilt.

In case when AI is used as a tool of crime the question of culpability becomes
more difficult because of the ability of the artificial intelligence system to make
decisions and to learn depends on the environment in which it operates. For
instance, what would be in case when a person gives command to complicated AI
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system that is already able to understand human speech and text as well as able
to learn and control its own conduct. Imagine that during its mission AI kills
somebody not because intent of operator but as a side-kick effect. Reasonable
suggestion is that a person who commands is probably not liable because he/she
could not foresee and because he/she does not push trigger, does not choose
target etc.

Such point of view could exclude any commanders of military robots from any
forms of criminal liability. For instance, genocide, the most severe war crime,
is a serious violent act “committed with intent to destroy, in whole or in part, a
national, ethical, racial or religious group” [19]. Some AI systems already demon-
strate inclinations to racial prejudice [20] and other biases [21]. Imagine that a
commander gives an order to eliminate all enemy combatants to AI robot, but
the machine inheriting human biases will prefer as a target people of a specific
race. The fact is that in terms of objective consequences in real world it would
be serious crime but nobody will be liable because genocide is only an act “com-
mitted with intent” [22]. There is no genocide formula when a person is guilty of
negligence. This hypothetical example demonstrates general idea that intent of
a person could be distorted by autonomous cognition and will of AI system and
consequences could be very serious.

Special attention we have to pay to predictability of possible negative conse-
quences of conduct in light of crime with purpose (direct intent) mode of culpa-
bility. AI system is programmed according to developer/programmer’s intent and
final user mostly may rely on user’s guide or some information from the developer
to foresee possible behavior of AI. In case of AI with ability to self-learning behav-
ior is able to be unpredictable as from the developer’s point of view as well as from
the user’s side. Demonstrative example is Tay-bot developed by Microsoft with
AI and ability to self-learning [23]. Tay uses statements of users to study how
to participate in conversation and as a result acquires some insulting phrases.
A big scandal was caused by some Tay pro-Nazi phrases which it was taught by
users and transmitted on line. It is reasonable doubts that Microsoft purposely
developed AI that would be insulting people in the Internet or that user who asks
Tay predicted such insulted answers. As a result nobody is culpable.

This means that the law-enforcer and legislator should reconsider the ap-
proach to determining culpability in the case of using artificial intelligence sys-
tems for committing intentional crimes. Because AI has own artificial cognition
and will, courts could not rely on traditional concept of culpability in intentional
crimes. Of particular concern is the use of automated lethal weapon in military
operations and local conflicts in the future, since international criminal law has
no mechanism of liability for war crimes, crimes against humanity and genocide
committed with use of AI. The world community should discuss new rules of
criminal prosecution in case of using AI in which it will be possible to take into
account the degree of culpability of the commander, developer, machine learning
specialist and other responsible persons.

Criminal negligence. Probably a really liable person who is able to influence
on harm caused by AI system would be the developer (programmer). If somebody
creates autonomous program or robot to intentionally commit some crimes and
cause serious harm, it would be intentional crime. But presumably developer
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would be guilty of negligence that implies that person “should be aware of a
substantial and unjustifiable risk that the material element exists or will result
from his conduct. The risk must be of such a nature and degree that the actor’s
failure to perceive it, considering the nature and purpose of his conduct and the
circumstances known to him, involves a gross deviation from the standard of care
that a reasonable person would observe in the actor’s situation” [24]. The common
formula for negligence in different jurisdictions is that a person is not aware of
substantial and unjustifiable risk but he/she ought to be aware.

The most obvious issue that arises from definition of criminal negligence given
in Model Penal Code what would be standard of care in terms of AI products
development. This area develops so fast that there is no sense to establish such
standards. Does it mean that nobody would be liable or that any person who
does not take into consideration all potential harm caused by its product would
be liable. Both alternatives are unacceptable. If product developers are free
from criminal liability, it would lead to dramatic social consequences. Despite
programmer still would be civilly liable for the damages caused to victims by
his product, if revenue is more than amount of compensation to victims, he will
continue to produce dangerous product. The second option is when a person
developing AI system has to take into consideration all potential harm caused
by the product. The challenge here is that less people will be involved in AI
development legally due to unpredictable legal risks.

Due to lack of court practice in the sphere of AI manufacturer’s liability to
study this issue it is necessary to review approaches of liability of the manufac-
turer in common. In practice, when the court decides whether the developer is
guilty of negligence, it has to establish what measures he has taken to reduce the
risks of harm to the consumer. As some authors comment, if we want the devel-
oper (manufacturer) to be held liable, “it can be proven in court that the company
was negligent, with regard to the defects, risks, and potential hazards arising from
the use of their product, then the company could also be criminally, as well as
civilly, liable for the damages caused to victims by their product” [25]. In areas not
related to artificial intelligence there are certain limitations of the manufacturer’s
liability.

The basic argument of the manufacturer to defend against negligence charges
is use of industry standard [26] or special norms. For instance, self-driving car
producer has to follow road traffic safety requirements. If safety requirements in
binding law are violated this can constitute a criminal offense, entitling the police
to intervene [27]. Policy when manufacturer follows standards is able to produce
collision of social norms. Imagine situation when a child jumps on the road
in front of a self-driving car, it has to turn to the oncoming lane to avoid of
bumping child. This maneuver violates general safety requirements and if we
follow policy of industry standards as base for criminal liability, manufacturer
will be guilty of negligence. If car kills or seriously injures child, it would be more
socially dangerous but developer would avoid criminal liability. Standards were
established to decrease potential harm in general but AI systems can find more
optional way to conduct in a specific situation.

It is obvious that manufacturer would be able to save a lot of lives if he does
not strictly uphold the law and standards. As a questionnaire that imitates dan-
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gerous situations on the road in which an autonomous vehicle is delivered to
dangerous situation shows that more people that choose cars with AI have to
save lives than follow the law. The examples of dangerous situations provided on
the mentioned web-site demonstrate that even for people that are moral beings
it is difficult to choose what decision has to be made especially when the choice
is complicated by additional parameters of prepositive alternative victims (age,
social value, gender etc.) [28]. Who knows what a manufacturer would choose -
potential criminal liability or real decreasing of potential harm to society?

Another way for developer to avoid liability for negligent crime is use of notifi-
cation to consumers. It is enough to notify consumers of a foreseeable risk during
use of the product and developer would not be liable. Duty of notification is clar-
ified in national legislations in different ways but has similar content. Consumer
has to be informed by producer about serious risk of harm that would be caused
by the product. For instance, the General Product Safety Regulations 2005 of
the United Kingdom define that “within the limits of his activities, a producer shall
provide consumers with the relevant information to enable them—(a)to assess the
risks inherent in a product throughout the normal or reasonably foreseeable period
of its use, where such risks are not immediately obvious without adequate warn-
ings, and (b)to take precautions against those risks” [29]. Predictable challenge
here is not only to foresee risk but provide relevant information. As AI is software
or hardware that have very complicated system of responding to environment as
well this system is dynamic in case of self-learning, it would be difficult to develop
adequate notice to the customer.

Special concern is on the fact that products with artificial intelligence become
closer to our children. Robo pets, robo care-givers, AI programs for education of
infants are not in future. In most national jurisdictions a toy with small details
has a label on the package informing that it contains parts that are a choking
hazard to young children. But how will producers fulfill a duty to warn. AI system
could be so complicated and bring a lot of unpredictable risks.

Systems with the ability to self-learn create additional challenges. In fact,
the programmer is able to predict some further risks that will emerge during
self-learning of the developed system. But Tay example evidences that not all
risks could be predicted. Moreover, somebody could intentionally intervene in
the process of AI learning to cause negative consequence. How would the degree
of liability of a programmer and a third party be shared?

As Fenwick fairly commented on problem of corporate criminal liability “pun-
ishment without fault or, alternatively, punishment that is disproportionate to the
degree of fault is correctly regarded as inappropriate and unjust” [30]. It implies
that courts get a new challenge. If an offender is not recognized all risks in case
of using AI but be punished as he do, it would be considered as inappropriate.
If owner (commander, designer) is strictly liable for all acts of its AI it would be
unfair. As well it would be unfair if owner (commander, designer) avoid criminal
liability just point out AI as guilty. As a problem is a relatively new it takes time
to find balance between two extremes.

The aim of the above part is to highlight key legal considerations related to the
AI and conception of culpability in criminal law. Result of the analysis does not
mean that we have to stop development of this promising kind of technology. It
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just indicates that not simple questions arise in that sphere. This brief overview
of how culpability issue becomes more complicated due to AI has more questions
than answers but I hope that it provokes future studies. The main challenge
which could not be overcome by the traditional theory of criminal law is that AI
is “gun” with its own cognition and will.

2.4 Dangerous AI systems

Artificial intelligence systems become more complicated and are used in criti-
cal areas as public security, medicine, transportation, military needs etc. When
thinking systems will become a common thing, a society will inevitably face the
problems of limiting permission for use and possess some kinds of artificial in-
telligence systems.

There are a lot of things that are prohibited by the criminal law to use, dis-
tribute and possess in modern societies. In the majority of jurisdictions, among
such things are weapon, explosives, narcotics, counterfeit drugs, nuclear and
biohazard materials etc. Practically limitations are different and depend on juris-
diction and type of proscribed items or substances. For instance, in the United
States “whoever knowingly possesses or causes to be present a firearm or other
dangerous weapon in a Federal facility (other than a Federal court facility), or at-
tempts to do so, shall be fined under this title or imprisoned not more than 1 year,
or both” [31]. A distributor of weapon has to have a license [32] and refrain from
selling, delivering, or otherwise transferring weapon to juvenile [33]. Despite the
fact that in the United States the right to bear and keep arms is protected by
the Constitution [34], this right has serious limitations. Although in the United
States the Second Amendment limits the scope for government regulation, the
Bureau of Alcohol, Tobacco, Firearms and Explosives (ATF) [35] exists to do the
regulatory enforcement and criminal investigation of gun trafficking cases.

The United States is in the minority of countries that defend the right to have
a gun but the majority of counties have stricter rules. For instance, Chinese
Criminal Code enshrined that “whoever illegally manufactures, trades in, trans-
ports, mails or stores any guns, ammunition or explosives shall be sentenced to
fixed-term imprisonment of not less than three years but not more than 10 years”
[36]. The similar situation exists in Russian criminal law, i.e. in accordance with
Article 226 of the Criminal Code of the Russian Federation “stealing or possession
of firearms, their components, ammunition, explosives, or explosive devices shall
be punishable by deprivation of liberty for a term of three to seven years” [37].

In case of other “dangerous things” the situation is the resembling of gun
regulation and control. Most countries establish criminal liability of persons
involved in the sale of illegal drugs [38] and a lot of them - for consumption of
illegal drugs . In accordance with UN data “globally more than three quarters
of all those held in prison for drug-related offenses have been convicted for drug
trafficking and less than a quarter for offenses related to personal consumption”
[39]. Attitude of states to the illegal spread of explosives is extremely negative.
Such activity also implies criminal liability [40].

Among the grounds to enact special legal rules for “dangerous things” is that
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governments mostly do not want criminals, infants, insane persons or just non-
qualified persons to possess, use, and distribute these “dangerous things”. It
creates threat to public order, state and society. Although a possession or a
distribution of “dangerous things” means only potential not real harmful conse-
quences, it is a common practice to assess such actions as a crime. Summarizing
the practice of various states such kind of “dangerous things” has a special body
to control its distribution, use, possession and production. Usually a special
legislation is enacted to establish rules of operations with proscribed items and
substances. Serious violation of adopted rules leads to criminal liability.

In the case of AI there are similar questions: could it be so dangerous that
the state has to define special regulation to possess, use and distribute such
kind of AI, as well as whether the state has to establish criminal liability for the
most severe cases of rules violation in this sphere? Partly, the answer is simple.
When AI technology is combined with proscribed dangerous item or substances,
first of all, existing legislation should be applied. There are already some existing
rules on regulation of technology use, and spheres with dangerous things are
well regulated. Devices which AI technology and proscribed items or substances
are parts to have to satisfy both systems of rules. For instance, if some person
installs to its intellectual drone a machine gun, his actions with an unmanned
vehicle would be covered both by the gun control regulation law and by the drone
flight regulation law.

If a device with AI is new enough, the use of technology could not be covered by
law. In this case we just apply “dangerous things” legislation. For example, if an
AI system is equipped with weapon, it has at least to comply with the legislation
on firearms use and trafficking.

Similar way is used in checking a new weapon on compliance with interna-
tional humanitarian law. As one author underlines: “if we have a previously used
autonomous robot and a previously used weapon, it may be possible to combine
them without further permission” [41]. It implies that regulation applied to new AI
technology is just a sum of regulations that applied to parts of a new automated
device or program. Sometimes it is possible and would work but the risk exists
here that properties of a new technology is not a sum of properties of its parts.

Imagine that somebody in the United States has an autonomous aerial vehicle
(AAV) that is designed to follow all regulation concerning automatic flights. For
instance, it has software that stops AAV when it is going to forbidden areas:
airports, military objects or something else that is defined in regulations of any
flights. Moreover, this person has totally legal gun which he keeps at home for
self-defense. For instance, from point of the United States gun control law it is
absolutely legal [42]. However, if the person installs the gun on the AAV, such
new device could hit any target in the city in a short period of time, therefore,
it becomes more dangerous than two separate devices: a gun and AAV. As a
result, we have an autonomous distant killer machine that is totally legal if we
just combine two systems of rules designed for gun control and flights regulation.
It implies that problems could arise when we just apply existing old legislation.
Some risks will evade legal control.

Threats described above concern physical characteristics of intellectual sys-
tems and all examples refer to just one type of AI when it is produced as a device
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(in research materials this type of AI is mentioned as robot with AI). But probably
most dangerous characteristics of AI systems are intellectual. Capabilities of AI
to work with information, analyze a big data, inexplicable reasoning are fraught
with threats that are beyond the law.

For instance, one deep neural network system having just 5 pictures from a
dating site deduced the sexuality of people with accuracy 91%. As researchers
which provide this survey underline “Additionally, given that companies and gov-
ernments are increasingly using computer vision algorithms to detect people’s inti-
mate traits, our findings expose a threat to the privacy and safety of gay men and
women” [43]. Other network made judgment about personality of people better
than humans that in accordance with author’s opinion “can also be used to ma-
nipulate and influence them” [44]. There a lot of academic researches on issue of
getting personal data or characteristics by AI from open social networks. Mostly
it is anticipated that such systems will have a positive character of application
but also it could be used to discriminate, manipulate or control people [45]. The
described systems cannot shoot or drive but bring a greater potential danger for
humanity.

It is impossible to just adapt existing legislation in mentioned cases, because
some challenges provided by such type of systems are absolutely new. Even from
a moral point of view it is difficult to understand, do such capabilities of AI follow
moral standard or not. For instance, a detection of an internal state of person
and use of this knowledge [46], is it good from moral point of view? As explosives,
a gun or other dangerous things such AI could be used in a legal and ethically
acceptable way. Somebody can use it in an ethically right way to predict suicide
or other negative consequences of person’s psychological state. But there is no
doubt that it is a serious weapon against society and its use has to be controlled
by law.

Following logic on legal restrictions of a traditional “dangerous thing” use,
probably, the legislator has to consider such an opportunity in case of most
powerful AI systems. The questions are: what kind of personal characteristic of
intellectual systems may be achieved without permission of a person, in which
circumstances and where? It is not a discussion on a total ban of software or
hardware that has described abilities but an attempt to justify a reasonable legal
control. In different jurisdictions it would not be the same. For instance, in
human rights friendly states it would be logical that the legislator will seriously
limit AI intervention in personal life of its citizens and establish criminal liability
for the most dangerous violation of personal interests.

Some applications of intellectual capabilities of AI are beyond the scope of
modern ethics. For instance, some states want to use AI to predict behavior
of its citizens. The Chinese government is going to use intellectual software “to
predict crime, terrorism and social unrest before it happens” [47]. On the one hand,
this is a social benefit; on the other hand, it is interference in personal affairs.
Conceptually, it is controversial to the criminal law paradigm, because it means
that a “guilty mind” without a criminal act is enough for liability.

Legislation on limiting use of intellectual abilities of AI to dig personal informa-
tion is not guarantee of success. The practice of the European Court on Human
Rights (ECHR) demonstrates that even for simple cases of infringements of hu-
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man rights by information technologies it is difficult to use legal means to invoke
a right to privacy. “On the one hand, a citizen is often unaware of the simple fact
that data is collected about him. . . . On the other hand, there are more and more
data flows in which the data of a citizen could be contained. It is virtually impos-
sible for a citizen to check for all of these data flows whether his data is included,
who collects the data, whether that is done according to all legal principles and if
not, to take the matter to court” [48]. It implies that legislation to control use of AI
would be inapplicable because people whose rights are violated would not know
about violation or would not have resources to invoke violated rights.

In case of a criminal offense committed with use of AI it would be easier to
separate violations from non-violations because harm and negative consequences
are more transparent. Of note, a problem with a weapon, explosives and other
“dangerous things” is not to detect offenses but to withdraw such means from
uncontrolled circulation. Practice of the ECHR demonstrates that this task would
be practically more difficult than in case of detection of violation. If some state
wants to ban ownership or distribution of some kind of AI software because it
is very dangerous to society, public order or state, it implies that state has to
control copying, modification and other operation with forbidden computer code.
It could lead to even more serious consequences, some of them are anticipated in
literature, for instance, in George Orwell novel “1984”.

Potential problem with prohibition of some kind of dangerous AI system is en-
forcement. How practically detect such kind of crimes when victims of dangerous
AI systems even do not know about it. To successfully enforce a ban on use of AI
would consequently require some sufficient surveillance and monitoring of pri-
vate computers. If government values privacy, this cost may exceed the benefit
of criminalization.

This short analysis shows that an applicability of law (including criminal law)
against uncontrolled circulation of dangerous AI systems is very disputable. It
looks simpler when legislator has to deal with AI that is a digital brain of some
device, but it seems impossible in case of dangerous AI software. At least in this
part the arguments are provided that certain types of AI should be regarded as
dangerous and their use should be limited to the broad masses. This should be
done taking into account the rights and freedoms of citizens, so that the fight
against crime does not turn into total surveillance.

2.5 AI as a legal person in criminal law

Every year voices for AI as subject of law become louder. Despite some authors
underline “that neither national nor international law recognizes AI as a subject
of law, which means that AI cannot be held personally liable for the damage it
causes” [49], in perspective it could be possible. This part of the study is devoted
to the analysis of the arguments for and against AI as a person of law in general
and criminal law in particular. To be honest, the author tries to avoid this topic,
however, a public opinion and great interest on the issue do not allow to stand
aside.

Legal person-hood of a human being is recognized as something natural.
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Since the law is the creation of the human mind, it is developed with consid-
eration of human abilities and qualities. Human system of rules was developed
during the centuries and was based on human characteristics as feelings, inten-
tions and consciousness. This is why the main arguments against artificial legal
person-hood rely on AI’s lack of some critical elements of legal person-hood. As
some authors define such kind of grounds: “the missing-something arguments”
[50].

The logic of opponents of granting AI a legal personality is simple. AI has no es-
sential qualities for person-hood, among such qualities are: soul, consciousness,
feelings, intentionality, desires, interests or something else. If AI demonstrates a
behavior that could be an evidence of mentioned qualities, it just means that AI
imitates human behavior “but simulation of a thing is not the thing itself” [51].
Similar arguments dominate in this research paper as ground against moral and
legal person-hood of AI system.

Supporters of the empowerment of the AI systems or other futurologists of law
most often draw an analogy with legal persons (corporations), animals or children
and mentally incompetent people [52]. Corporations, children and mentally in-
competent people are common recognized legal persons. They are capable of
holding rights and duties but majority of modern legal systems limit their rights
and duties. Despite fight for recognition of an animal person-hood is still in
process [53] and we already have some precedents [54], mostly animals are not
acknowledged as bearer of rights and duties [55].

Dispute over the legal personality of the AI does not lie only in the scientific
sphere. In recommendations to the Commission on Civil Law Rules on Robotics
for European Parliament the question of the legal personality of AI is raised.
The act states that “whereas, ultimately, robots’ autonomy raises the question of
their nature in the light of the existing legal categories – of whether they should
be regarded as natural persons, legal persons, animals or objects – or whether a
new category should be created, with its own specific features and implications as
regards the attribution of rights and duties, including liability for damage” [56]. It
is not a legally binding document but is still a sign that issue of legal person-hood
of sophisticated machines is not just a topic of a science fiction and research.

The other document cited in papers [57] that concerns legal person-hood of AI
issue is Law of War Manual of the United States Department of Defense [58]. Pro-
vision 6.5.9.3 “Law of War Obligations of Distinction and Proportionality Apply to
Persons Rather Than the Weapons Themselves” of this document stipulates that
«the law of war does not require weapons to make legal determinations, even if the
weapon (e.g., through computers, software, and sensors) may be characterized as
capable of making factual determinations, such as whether to fire the weapon or
to select and engage a target». Byson regards it as sign “that robotic weapons
are never responsible legal agents” [59] but the Manual is just official interpre-
tation of International Humanitarian Law [60]. And like any interpretation of
international law, it can evolve over time [61] and, principally, current official
explanation does not abolish possibility of recognition of legal person-hood of
“smart machine”.

In case of criminal law debates are even harder. From the point of view of a
state criminal law is the most significant part of law. It deals with most serious
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cases of violation of social norms. If crime is committed, a state has the right and
the obligation to intervene despite a will of an offender and a victim. Moreover,
criminal law is distinctive for the uniquely serious sanctions for not following its
rules.

As far as AI system is concerned, could it be liable and punished from a crim-
inal law viewpoint? The main protagonist of criminal liability of AI [62] considers
that it could. In his book “Liability for crimes involving artificial intelligence sys-
tems” author draws analogy with concept of corporate criminal liability. And
because such legal fiction as corporation person-hood could exist in criminal
law, the similar scheme has to be applied to AI entity. In accordance with Hal-
levy’s opinion AI could meet all main requirements for the imposition of criminal
liability [63].

Moreover, Hallvey proposes system of punishment that would be applicable in
case of AI [64]. He even suggests that it would be possible to apply a sentence of
incarceration to intellectual software and hardware. The author concludes that
“Considering the nature of a sentence of incarceration, the practical action that may
achieve the same effects as incarceration when imposed on an AI entity is to put the
AI entity out of use for a determinate period. During that period, no action relating
to the AI entity’s freedom is allowed, and thus its freedom or liberty is restricted”
[65].

Despite strong criticism of Hallvey’s ideas in almost every paper that concerns
legal person-hood of AI, a reader could find at least one undeniable statement
in his works. Factually, if some legal system decides to recognize something or
somebody as legal person, there are no grounds not to allow to do it. History
knows numerous examples when idols [66], environmental features [67] were
recognized as persons of law. Formally, one robot named Sophia has obtained
legal person-hood from Saud Arabia [68]. As Bryson remarks “when a legal sys-
tem confers legal rights and obligations on an entity, it has determined to treat that
entity as though it were a person in fact. It is a kind of pretense in which legal
systems can decide to engage, regardless of whether an entity really is a person”
[69]. It does not imply that declaration of legal personality is just enough but it
means that there is no list of characteristics which would definitely guarantee or
not guarantee the obtaining of legal personality.

Discussion of fictional character of legal personality could cause a feeling that
such decisions could be made arbitrary but this conclusion would not be proper.
Law and legal system do not exist in vacuum. As law and morality are both a
mean of conducting control, they are strongly linked. It does not imply that both
social regulators have to correlate each other, but at least legislator has to take
into consideration norms of morality. The immoral norm of law will likely be
widely violated. For instance, since the mid-1960’s, some kind of literature was
prohibited in Soviet countries but people often copied it from person to person
breaching the criminal rule because considered that law norm was not corre-
sponded with moral rule [70]. Moreover the above analysis of views of AI person-
hood opponents and supporters shows that arguments are often in the sphere of
morality.

It seems that the two main questions in the sphere of morality are whether
a human has moral obligation to grant legal person-hood to AI and whether AI
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could be the moral agent. Some authors prefer to rely on a very broad concept
of person-hood, which might include robots. For instance, Forest considers that
when we exclude robots who are capable of social communication from accepted
social intercourse, it would be the similar how we infringed on the rights of some
group of people “because of their race, their religiosity, their (lacking of some) func-
tionality, or even their gender” [71]. Probably this commentary is too emotional
but it demonstrates that people tend to declare their moral obligations to robots.

The problem is that moral is also as the law derives from human capabili-
ties, limitations and features. Ethics and morals are a set of social rules based
on a human system of values. Moral rules are often based on our needs and
fears etc. It is immoral to “turn off” a human being because you could not
“turn on” him later. As some authors observe all modern theories of ethics (de-
ontological ethics, consequentialism /utilitarianism, virtue ethics) are anthro-
pocentric. “Even recent concerns over environmental ethics and animal rights,
despite appearing less anthropocentric, still seem firmly rooted in our own human
interests” [72]. Mostly all companies for granting person-hood for some groups
of people or animals was based on similarity of these groups with beings which
already had such person-hood. For instance, fighters for a legal personality of
chimpanzee often rely on the fact that a chimpanzee shares some attributes with
human beings, “such as intelligence or autonomy”. In accordance with some au-
thor’s opinion this similarity implies that they may be granted as moral as well
legal person-hood [73].

Discussion of AI morality in previous paragraphs leads to pair definite conclu-
sions. First of all, since current AI systems do not share significant traits with
humans, we have no moral obligation to recognize them as legal persons. But
the second conclusion is that there is no reason to presume this as impossible
in future. As Solum proclaimed in 1992 “If AIs behaved the right way and if cog-
nitive science confirmed that the underlying processes producing these behaviors
were relatively similar to the processes of the human mind, we would have very
good reason to treat AIs as persons. Moreover, in a future in which we interact with
such AIs or with intelligent beings from other planets, we might be forced to refine
our concept of person” [74].

But the question of the legal person-hood of AI lies not only in the sphere
of ethics. The significant question is how to realize it. For instance, how are
we going to implement such significant elements as punishment or sanctions
for AI? Despite Hallevy’s optimism that we just could adapt existing sanctions
and punishments, it has not serious grounds because punishing is also strongly
linked with human nature. The death penalty matters because a criminal, like
any person, is afraid of death. To effectively apply capital punishment to AI we
have to teach it to fear death. Public service as punishment is meaningful for
a human being as for him monotonous and payless work is undesirable as well
as it could “make the offender understand the needs of the community and be
sensitive to these needs” [75]. Making offender feel undesirable consequences of
his crime and resocialization as goals of a punishment are unattainable in the
case of AI nowadays.

Hallevy and other supporters of AI person-hood usually appeal to corporate
liability including criminal. In case of corporation it is reasonable, because fac-
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tually a corporation is a proxy of some group people. When a state imposes
a criminal punishment on a corporation, it affects the human officers, direc-
tors, managers, employees, etc., which work in the corporation. It leads that
a company has less profit; the value of the company’s shares may decline etc.
Moreover, criminal liability of a corporation does not exclude liability of physi-
cal persons which are guilty in offense. Punishment imposed on the corporation
implies that people that work in it will begin to behave correctly and follow law
under pressure of sanctions. Or they will not follow again but in this case the
corporation would be punished more severe.

Precise list of offenses depends on jurisdiction but “criminal law now applies
to a wide range of corporate acts, including fraud (e.g. false advertising, consumer
fraud, financial fraud, tax evasion), labour violations, manufacturing violations,
environmental violations, unfair business practices, abuse of authority (i.e. cor-
ruption), and judicial and regulatory violations (including perjury and obstruction
of justice)” [76]. As any reader is able to note, all acts in this list need human
participation. The punishment of the corporation in some sense will affect these
people as it affects the entire corporation.

Despite law is related with concepts of justice, fairness that are regarded as
an idealistic representation of law, pragmatically the law has to have real appli-
cation. It means that a legislative initiative has to have real effects. Among them
are the governance of our conduct, protection of certain basic individual rights
and freedoms, the provision of an effect to social policies etc. What would be
a real effect of AI legal person-hood recognition? How the punishment imposed
on AI will affect owner, programmer, commander or other persons that are in
charge of AI functioning. It is simpler to legally oblige programmers, distributors
or users to not to use, develop or distribute legally inappropriate AI systems.

Another question of this part - what would be the consequences of recogni-
tion of AI as a legal person and subject of criminal liability? As some authors
fairly observed, recognition of AI legal person-hood could lead to situation when
real offenders could escape liability. Solaiman concludes that “the personality in
question may thus exacerbate the dangers by exonerating humans from liability
and thereby diluting the effectiveness of deterrence” [77]. It is not a new phe-
nomenon, since institute of corporation’s criminal liability is also often criticized
because real criminals avoid responsibility [78].

Development of AI implies the involvement of large groups of people that have
to do their work with a high responsibility. Recognition of liability of autonomous
machines could reasonably lead to decline standards of proper care during de-
signing, programming, learning of AI systems [79]. Sure, we cannot measure
the degree of declination in the responsibility of the developer, possessor or user
of the AI. However, experience of corporate criminal liability demonstrates that
possible future scenario would be similar when a real offender avoids negative
punishment and liability.

In case of use of AI systems in wars or local armed conflicts the attempt
to shift responsibility to intellectual systems can lead to a situation where the
responsibility will be avoided by whole states. Moreover, governments would be
interested in development of more and more independent systems to simply wash
their hands of responsibility. And one day we will find the interpretation that
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the autonomous killer machines commit genocide, war crimes or crimes against
humanity simply because they decided to do so on their own.

Summarizing this part of survey we have to conclude that potentially AI is
able to be a subject of criminal liability. Human beings have no moral obligation
to grant legal person-hood to an autonomous machine because its nature but
some state is able to formally declare it. Experience of corporation demonstrates
us that appropriate legal constructions for recognition of AI legal person-hood
already exists but the result would be completely different. Probable consequence
of AI criminal liability is avoiding criminal liability of real offenders.

2.6 Can AI facilitate a crime?

It is not a surprise that criminals adopt new technologies fast enough. For a
professional offender, the use of advanced technical means is a matter of survival.
The AI considered in this paper belongs to the class of computer technologies.
The use of computer technology gives criminals the same advantages as the use
of computer technology in lawful activities: increasing efficiency, reducing costs,
the ability to enter global markets. Moreover, computer technologies provide
criminals with some specific benefits: possibility to find a victim globally and
to avoid direct contact with the victim, possibility of increasing the number of
victims. Moreover, such technologies as the Internet permit an offender to avoid
liability in some sense when he chooses jurisdiction where his activity is not
regarded as a crime.

The idea of this part is not just to enumerate possibilities of illegal use but
assess future prevalence and social consequences. To achieve this purpose we
have to make some assumptions that our research will rely on.

1. If Artificial intelligence helps to achieve the same illegal result as some other
technology, this tech will be replaced by AI.

2. If some property helps to spread AI use in society, this property will be key
characteristic that makes AI useful for criminals.

3. Enforcement is always behind leaders of crime ‘industry’ because it is bound
by strict regulation and bureaucracy.

It was already discussed in this paper that potentially deep neural networks
permit to get a lot of not obvious information about somebody. For instance, by
using pictures from social networks it is possible to detect political views, perfect
match, sexual orientation, favorite products, health problems etc. Such software
is a unique tool for the fraudster, extortionist, cyber stalker and for any other
criminal relying on human weaknesses.

AI can also contribute to commit very serious criminal acts. For instance,
face recognition systems are often tested for detection of serious diseases [80].
Imagine that some hacker use information from social network (video and photos)
to detect some diseases of potential victim. The criminal finds out that the victim
is allergic to nuts and simply adds them to the meal when they meet. As a
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result victim dies. The scenario where hackers or other criminals use medical
characteristics of person to kill him is often discussed in press [81] and research
literature [82].

Any human who has a digital footprint becomes an open book for an offender.
And it can be used to disclose private information for any purpose. Different
Internet groups are in principle prone to revealing information about other peo-
ple. Such phenomena as “doxing” [83] or “human flesh search engine” [84] are
widespread on the Internet. The question is whether society is ready not to
episodic leaks but to full transparency for anyone. Since some authors justify
the violation of privacy from moral point of view in cases where it uncovers mis-
conduct [85], it seems the possibility of obtaining any private information with
the help of artificial intelligence systems may be well considered by at least part
of society as a benefit. But wide experience on disclosure of information and its
consequences demonstrate that for a victim it could have very negative conse-
quences. There are a lot of cases of suicide, murder, harassment, bullying as
results of a malevolent reveal of private information [86].

It is predictable that if the offender gets a more perfect tool to commit a crime,
he will use the new one instead of the old. The leaking of private information
would become more common phenomenon. Nowadays to be successful in collec-
tion of personal information of an individual or an organization an offender has
to be skilled in social engineering, hacking or password cracking methods [87].
AI reduces the threshold of the criminal’s proficiency for this illegal activity and
makes this type of crime accessible to the general public.

Another threat of AI system is its capability to imitate personal human char-
acteristics as voice, style of writing, etc. So the swindler with an assistance of AI
software may impersonate any person. For instance, there are a lot of AI appli-
cations that can imitate human voice using just one minute audio of a person’s
speech [88]. As proclaimed in slogan on web-site “it can create you a robot-self
that is indistinguishable from how you really talk” [89]. Although developers have
very optimistic view on use of this software; it is quite obvious that generated
voice is a big opportunity for criminals. A delinquent can mislead any person by
phone that he is relative, boss, friend or other person which is able to influence
on decisions of the victim. As a result, the criminal may receive money from the
victim in an easier way.

Some analyses showed that in case of fraud “cognition is an important com-
ponent in victimization over and above other social factors” [90]. It implies that
certain groups of society are most susceptible to being deceived by computer
simulations. Among them are people which still develop their cognitive skills
(children) as well as elders whose cognitive abilities regress. Fairy tale “the Wolf
and the Seven Little Goats” could become a reality when a robber will ask a child
to open a door with voice of the child’s mother.

AI could imitate not only a voice; software that is able to create similar ap-
pearance of people exists nowadays. For instance, a program with AI that is able
“to create realistic face swaps and leave few traces of manipulation”. The name
of intellectual software is Fake App, it is developed using open-source software
written by Google [91]. It implies that AI undermines modern creditability of
information because any visual or acoustic information could be imitated.
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Nowadays such software is mostly considered by society as programs for en-
tertainment. But as some authors anticipate that «deep fakes–audio and video
recordings that have been digitally manipulated to convince people that a politician
or celebrity, for example, said something that he or she did not actually say, or did
something that did not actually happen–could eventually lead to an “information
apocalypse” in which fact becomes indistinguishable from fiction, and people give
up trying to tell the difference» [92]. This statement means that use of AI for imi-
tation of information could lead to even more serious social consequences as just
an increase in a crime rate.

As AI deep fake industry is a relatively new phenomenon, some of its appli-
cations are not covered by legal regulation. Demonstrative example is a revenge
porn when an offender places in a public networks materials of a sexual charac-
ter without the consent of the person depicted in it. Revenge porn is considered
as a crime in some jurisdictions. For instance, in Penal Code of California such
acts are considered as a crime [93], as well there are similar norms in legislation
of European Union [94], the United Kingdom [95] and some other countries and
jurisdictions [96]. Revenge porn crime implies that porn video or photos are real
but what would be legal consequences in case of AI generated content?

The term “revenge” “suggests an intent to shame and humiliate the subject of
the photograph” [97]. The generated imitation could affect a victim the same way
as a real leak of photo or video but would it be enough to regard such kind of
immoral content as criminally illegal? Practice of creation of a porn imitation is
usual and as BBC wrote there are a lot of examples of “deep fake” porn in the
Internet [98]. Usually criminalization of revenge porn is based on “the protection
of privacy and reputation” and “protection of intellectual property rights” [99], but
in case of fake both grounds are inapplicable.

An ability of production of fraudulent content provides a criminal with tremen-
dous opportunity. The offender is able to both mislead cognitively weak person
and produce digital content that is capable of misleading even people with usual
cognitive abilities. Moreover, the attention needs to focus on the areas that are
ethically and legally disputable. As AI potentially gives possibility to generate any
kind of «fake» information, we have to face new criminal applications of AI soon.

The greatest threat arises if an offender combines the two AI capabilities de-
scribed above. Imagine the program that could automatically dig unobvious in-
formation on a person and generate fraudulent content using this data to provoke
the person to some actions. Such software would be the first automatic fraudster.
If somebody adds to the digital criminal ability to learn, after a few iterations we
will get the perfect scammer who almost does not make mistakes.

Earlier a fraud crime had two opportunities. The first was old-fashioned when
a fraudster committed crime in direct contact with his victim. An offender had
to understand psychological characteristics of a victim, know about human be-
havior, and quickly adapt to situations and persons. It was difficult to copy
such experience because its effectiveness depended on personal characteristics
of fraudster. If an offender had high fraud skills he was successful. Another
opportunity when criminal uses a pattern and its variations [100] which he ap-
plies to a large number of people. Such kind of fraud became possible after rise
of computer technologies. For instance, fraudster he can send out the so-called
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Nigerian emails or 419 scam letters [101]. Due to scam emails has the same text
that is not adapted to individual features of a victim, it is not so effective and a
result is gained as coverage is very large.

AI software can combine two ways of fraud described above. Computer pro-
gram would be able to both adapt personal characteristics of a victim as well as
potentially cover the entire Internet. Moreover, it is able to learn. Sure it would be
argued that such systems are difficult to develop but specialist comments that
due to open source frameworks and program code libraries it is available even
for students [102]. It implies that for a professional hacker it is a simple task.
Perhaps soon we will meet a machine developed for mass fraud of people.

Author of this part already touched some aspects of possibility to facilitate
illegal activity by AI. It was a talk about intelligent machines that can commit
acts of violence. Although usually discussion on this issue is in the sphere of
military use of autonomous machines, imagine that some person constructs or
reprograms a device with AI to cause either death or serious injury to people.
Such a device will be outside of state control before first public use in contrast to
the autonomous military robots.

The main candidates for the creation of machines for automatic violence are
unmanned vehicles and air vehicles. A car with a driver is already used for
committing terrorism acts and murders. For instance, well-known example is
a car-ramming attack [103]. As underline some authors “commercial trucks
and passenger automobiles are being increasingly used by terrorists in Europe as
weapons to attack crowds of pedestrians” [104]. Probably for an individual crim-
inal it would be too expensive and difficult to get and reprogram an unmanned
car. Consequently it would not be very common for individual criminals but for
well-equipped and well-funded terroristic organizations it is perfect opportunity
to create threat everywhere in the world.

Use of driverless cars by terrorists is anticipated in accordance with the fact
that they already use cars with drivers to commit mass murders. In case of
fully autonomous cars criminals get additional benefit in terms of time and price
of preparation. Terroristic organization needs to spend a lot of time and re-
sources to prepare one terrorist as well as to prepare operation with minimizing
the chances of discovery and disruption [105]. Only recruitment consists of 5
steps [106] and potential terrorist has to fully support philosophical foundations
of his activity. People may change their mind or surrender to law enforcement
agencies. Terrorist organizations may at once get rid of all the difficulties using
unmanned vehicles.

The forecast of criminal use of AI shows that in some cases liability for reper-
cussion of criminal act has to be shared with developers, machine learners or
other persons who are in charge for conduct of “thinking” by computer systems.
Since unmanned systems are a greater danger, first of all attention should be
focused on them. For instance, developers of drones or driverless cars have to
provide a security from reprogramming and other types of illegal intrusion.

It is anticipated that AI does not only facilitate existing types of crime as fraud,
scam, and violent crimes but creates new ones. It is difficult to predict since
sphere of machine intellect develops very fast, but some suggestion could be
made. Most likely it will be a new kind of hacking of security systems.
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AI is used or purposed to use in many security aspects. It could detect faces
[107], fraudulent activity [108], cyber intrusions [109], accounting forgery [110]
etc. Reliance on machine intellect in sphere of security has obvious reasons: ef-
fectiveness, time of reaction, costs reduction and global integration of databases.
Since such kind of task is related with computer vision, primarily the core of
such systems is the method of deep neural networks. Despite the method is
widely used and there are a lot of research paper on this issue, scientists are far
from an explanation how it works. It implies that deep neural networks have low
interpretability “because of their highly nonlinear functions and unclear working
mechanism” [111].

Sometimes it gives highly surprising results. For instance, in famous exper-
iment picture of Panda it was recognized by intellectual software correctly with
57.7 percent certainty. After researchers put some invisible noise on the origi-
nal picture (just 0.04 percent of the picture), it was recognized by deep neural
network as Gibbon with 99.3 percent certainty. The name of phenomenon that
unites such cases is adversarial example, i.e. image or other kinds of input
information intentionally modified to cause a neural network to fail. Although
scientists have made considerable efforts to solve this problem [112], it is far
from a final decision [113].

As some researcher observes “adversarial examples created for a specific neu-
ral network have been shown to be able to fool different models with different
architecture and/or trained on similar but different data” [114]. In other words, a
sample created for one neural network could mislead a lot of others. The prob-
lem is that for using of this technics a criminal does not need to intrude neural
network. It is underlined in some paper “conventional face recognition techniques
cannot distinguish real faces and masks effectively from the video stream” [115].

Experiments show that problem could emerge even in most critical system.
For instance, potentially “an adversarial example may cause a car to steer off the
road or drive into barriers, and misclassifying traffic signs may cause a vehicle to
drive into oncoming traffic” [116]. Small graffiti or tape on traffic sign could mis-
lead a neural network. Moreover environmental conditions, spatial constraints,
physical limits on imperceptibility, fabrication error could affect process of traffic
sign recognition [117]. This means that most critically important AI systems that
work with the real world can be compromised using “adversarial examples”.

These arguments do not mean that we should abandon the use of artificial in-
telligence, but it calls for a more balanced approach to decision-making. Systems
of artificial intelligence in spite of the general high reliability demonstrate their
fragility in particular examples. In general, the implementation of AI can make
our world safer, but this implementation should be introduced with all risks
taken into account without concealing its inner shortcomings. For instance, a
decrease in numbers of car accidents is predicted [118], but probably researchers
do not consider all future risks such as adversarial examples.

The vulnerability of neural networks to some samples could lead to creation of
new hacker specialization. Probably, soon it would be possible to find discussion
of new adversarial examples on cybercriminal forums and chats.

The analysis shows that due to some characteristics of AI it can become very
popular in the criminal underworld. Among such properties we have identified in
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this part:

• Capability of AI systems to reveal personal information (health, sexual ori-
entation, psychological features, weaknesses etc) using information from
open sources.

• Capability to imitate personal human characteristics as style of writing,
voice, appearance etc.

• Capabilities of AI automatically to choose strategy to get better probability
of response (or even empathy) from a victim.

• Capability to be digital brain of systems intended for committing acts of
violence.

• Relative vulnerability of systems using neural networks for “adversarial hack”.

Of course this list is not exhaustive, since it is impossible to predict all crim-
inal application of AI. Researchers, businessmen, politics anticipate that AI will
totally change the current world, but there are a lot of versions how it would be
done [119]. In this part possible and actual trends are discussed. We assume
that some of the forecasts will never be realized, but some of them are already
current reality. Facts and opinions of this part of paper demonstrate that AI will
be able to give criminals serious benefits and inevitably will be widely used in
criminal underworld soon.

2.7 Some suggestions for the legislator
It is quite normal that any research legal paper has to provide some proposals on
revision, enacting or repeal of the law. Following this tradition and relying on the
analysis carried out in this part, we also would like to make some judgments on
necessary changes in the law. It could not be a detailed draft or a list of amend-
ments as it requires a deeper and more thorough study. Since the author mostly
focuses on criminal law, the proposals concern this particular field. For many
regulatory fields, AI use may be regulated by considering adaptation of existing
laws but not in the sphere of criminal law. Since mistakes in lawmaking here
have extremely serious consequences, some concept and law has to be revised.

The first proposal is to revise the traditional concept of culpability in criminal
law. It is necessary to develop new criteria for assessing the degree of culpability
of a person in case of using AI for the commission of a crime. Such new culpability
paradigm could not be universal because it has to comply with a national legal
tradition but has some general points. We do believe that the main challenge here
is that a person who is in charge of serious consequences could not be imposed
relevant degree of liability as well an innocent person could be recognized as
liable. New legislation has to be designed in respect of sufficient features of AI
technologies. For instance, the new legal concept has to take into consideration
the fact that AI has in some sense own cognition and will.

The use, possession, and traffic of some kinds of AI have to be controlled
by the governments. This statement concerns AI systems that create sufficient
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threat to society, state and public order. In cases when AI are combined in one
device with traditionally proscribed items and substances such as guns, narcotic
or explosives, the existing law often is not applicable because the combination
of AI with something could be substantially more dangerous than its parts. The
legislator should take into account that control of possession, use and transfer of
dangerous AI systems is much more difficult unlike traditional dangerous items.
Since factually AI software is a computer code, it would be easily copied, down-
loaded or injected. It implies that suggested legal control and criminal liability
have to be introduced very carefully to avoid inappropriate abusing of personal
rights and freedoms.

Next advice to the legislator is to refrain from recognition the legal person-hood
of AI in criminal law. Artificial transfer of experience in bringing corporations to
criminal liability is inappropriate because goals of liability and punishment would
not be achieved. There are no obstacles to formally do it, but such legal novel
would correlate neither with current legal order nor with general moral. Moreover,
the analysis in paper demonstrates that human beings have no moral obligations
to recognize AI as a legal person. And if any legislator decides to introduce such
serious changes, he has to take into account the risk that the real offender may
avoid responsibility and punishment.

As analysis in this paper shows, criminal use of AI systems is a new law
enforcement challenge. Since AI systems are able to reveal personal information
and imitate personal human characteristics; intellectual software in hands of
criminals makes potential victims more vulnerable. It is predictable that AI would
be used not only to commit crimes related to fraudulent activities but to facilitate
violent crimes such as murder or terroristic act. Dealing with these challenges is
a difficult task for a law enforcement agent and a legislator. It is possible to find
some suggestion on this issue in the text of the paper.

2.8 Conclusion

The above analysis of how the introduction of AI technologies into our lives will
change the criminal law is not complete. The modern criminal law already de-
velops very fast due to appearance of the Internet but it seems that speed of
development has to be increased since introduction of AI. As the reader can see,
questions rise faster than it is possible to find answers. However, some conclu-
sions have to be done.

Development of artificial intelligence technology forces states, legislators and
society of legal researchers to reconsider traditional conceptions of criminal law.
First of all, traditional theory of culpability in criminal law does not correspond
to tendencies of development of artificial intelligence systems. It does not take
into consideration that AI has some analog of own will and cognitive abilities.
Moreover, in the existing paradigm of culpability, it is difficult to take into account
the fact that often not a criminal, but others (such as a developer or machine
learner) are responsible for a final result of committed criminal offense.

Current survey demonstrates that AI is able to be very «dangerous thing» as a
potential tool of crime as well as a product whose response to incoming requests
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is unpredictable. The author considers that some measures of prohibition have to
be developed and implemented nowadays. Of course, a simple ban is not allowed;
we need a detailed analysis of the possibility of limiting the use, distribution,
or possession of a particular AI technology. When measures of prohibition are
taken, the greatest threat is the implementation of these measures in practice
without a serious invasion of privacy. Perhaps no concrete measures should
be proposed in the framework of the study but some arguments that could be
ground for enacting are provided.

Discussion of legal person-hood of AI is a very “hot” topic in legal research
world, but in most part it is far from reality. The author concludes that there
are no sufficient grounds for legislators to examine this issue in the sphere of
criminal law. Although this is quite possible from formal point of view, it has no
real application in the current decade. We do believe that even if AI will be taught
to feel emotions, pain and to follow moral rules we have no moral obligation to
recognize intellectual machine as legal person in criminal law.
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Chapter 3

The Anthropomorphized Tools Paradox:
Feminized Digital Assistants.
Damit Gal1

Abstract: This paper introduces the Anthropomorphized Tools Para-
dox (ATP), which highlights a contradiction between technologies mar-
keted as tools but designed with human-like traits to act like social
partners to encourage anthropomorphism. These design choices en-
hance the usefulness and relatability of the technology, but they also
have heavy ethical and societal costs. While companies encourage and
profit from anthropomorphized tools, they shirk their responsibility for
the harm they inflict. They are able to do so because anthropomor-
phism is traditionally viewed as an individual choice, leaving users
to fend for themselves. To illustrate the ATP and its harmful effects,
the paper examines the case study of feminized digital assistants. A
UNESCO report found that the feminization of digital assistants sys-
tematically creates and reinforces bias against females. Even worse,
anthropomorphizing feminized technology contributes to the normal-
ization of sexual harassment and verbal abuse of females. Explaining
how and why this occurs, ATP illustrates that companies anthropo-
morphize technology by design without bearing responsibility for the
negative ethical and societal implications this creates. The paper thus
calls on companies to own up to their big part in this problem and find
other socially sustainable alternatives to harmful anthropomorphism.

Keywords: Anthropomorphized Tools Paradox, Feminized Technology, Digital
Assistants, AI Ethics, Social Implications, Sexual Harassment, Verbal Abuse

1The author is grateful to The Association of Pacific Rim Universities and Google for their support
of this project under the “AI for Everyone: Building Trust In and Benefiting from the Technology”
project
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3.1 Introduction

The Anthropomorphized Tools Paradox (ATP) is not a new or revolutionary phe-
nomenon. It derives from a long studied human tendency to "attribute human
form or personality to things not human" [120]. The ATP highlights another side
to the phenomenon, the intentional anthropomorphism of technology by compa-
nies who shirk the ethical and social responsibilities this design choice entails.
For years, leading technology companies have been encouraging and capitalizing
on the human tendency to anthropomorphize. They are able to continue doing
so because users bear the individual and societal costs of these intentional de-
sign choices. Anthropomorphism is traditionally viewed as a personal choice and
responsibility. This needs to change. Companies must own up to of the ethi-
cal and societal implications of anthropomorphizing tools and seek out socially
sustainable design alternatives that do not disadvantage humans.

3.2 Theoretical Background

A strong case for anthropomorphizing tools to create more meaningful human
interactions was articulated in a foundational 1996 article by Epley, Waytz, and
Cacioppo.[121] The authors attributed the act of anthropomorphizing to three
factors: "the accessibility and applicability of egocentric or homocentric knowl-
edge, the motivation to be effective social agents, and the motivation for social
connection" [122]. This is particularly salient in interactions with intelligent
technologies. The authors note users are very likely to anthropomorphize tech-
nologies mimicking biologically inspired behavior as the technologies are familiar,
create an illusion of meaningful social interaction, and actively motivate human
bonding. Combined, these design attributes lead to a uniquely gratifying attach-
ment experience that further augments the human tendency to anthropomor-
phize intelligent agents [122].

The authors thus claim that "facilitating anthropomorphism may therefore
serve as an effective method for improving the usefulness of certain technological
agents." The usefulness of such agents, they add, can be improved by "creating
social bonds that increase a sense of social connection" [123]. The authors ex-
plain that to create these social bonds intelligent agents should be designed with
human attributes. Among such attributes, the authors recommend giving intel-
ligent agents a human voice. They maintain that female voices make intelligent
agents appear friendlier, while male voices appear more authoritative. The choice
between gendered-voice depends on the kind of social influence companies want
to achieve through their products [123].

The article concludes with a cautionary note that such controlled and anemic
social relationships can have unforeseen consequences. One such consequence
is that users respond more honestly in text-based interactions, because voice-
based interactions motivate humans to present themselves in a better light due
to their perceived engagement in a social interaction. This, the authors believe,
leads to more self-aware and accountable behavior towards intelligent agents
with human-like voice [123]. This article begs to differ.
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While this three-factor theory provides a strong foundation for explaining why
and how humans anthropomorphize, it fails to account for the negative indi-
vidual and collective consequences of doing so. While the theory explains why
anthropomorphism-by-design is particularly effective in intelligent agents, it does
not discuss the responsibility developers and designers must assume when mak-
ing such design choices. By neglecting to do so, it both places responsibility for
anthropomorphizing on users and justifies the humanization and feminization of
intelligent agents. Furthermore, it does so with the informed intent of creating
anemic and controlled social relationships.

Anthropomorphizing-by-design is profitable, but it is also socially irrespon-
sible and harmful. Using human-like voices may increase engagement, but at
an individual and collective cost of anemic, controlled, and illusionary relation-
ships. At best, it leads to fake social interactions that steadily erodes the fabric
of human society. At worst, it systematically excludes and harms half of human
society, females.

3.3 Gendered Technology

Female objectification in technology is nothing new. For years, the pivotal role
played by women in the prehistory of technology has been pushed out of collec-
tive memory. The more the technology advanced, the more women were excluded
from its development [124]. This created a glaring problem: many modern-day
technologies are not made by or for females. This doesn’t stop there. The male
dominated technology industry soon adopted certain preferences that also dis-
criminate against females, by portraying them in a negative light. This creates
and perpetuates biases against females. Such industry preferences include giving
systems feminine voices and names, designing them to be flirty and subservient,
and illustrating them as attractive young females [125]. While this might serve
the predominantly male population of engineers and developers, it undermines
49.5% of the world’s population [126] and present and future technology users.

3.4 Feminized Digital Assistants: The Ethical and
Social implications

Digital assistants are natural language processing-based software with Inter-
net access, encased in hardware containing sensors, microphones, and speakers
that allow it to engage in spoken interactions. Some digital assistants are en-
cased in a dedicated hardware device while others are encased in smartphones,
smartwatches, fitness bands, tablets, and personal computers. Digital assistants
are marketed as useful tools, providing humans with task-based assistance. At
the same time, they are designed with the perceived human-like traits of females.

Alexa, by Amazon, is reported to have over 100 million users as of 2019 [127],
Cortana, by Microsoft, is reported to have 141 million active users as of 2017
[128]. Google Home, by Google, is reported to have 52 million active users as of
2018 [129]. Google Assistant, by Google, will be available on more than a billion
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devices in 2019 [130]. Siri, by Apple, is reported to have 375 million active users
as of 2017 [131]. Combined, these popular feminized digital assistants engage
with and influence a significant number of users on a daily basis.

A report by UNESCO, titled ’I’d Blush If I Could,’after a flirtatious response
from Siri, notes how the behavior of these popular digital assistants is described
by their makers. Alexa is described as "smart, humble, and sometimes funny,"
Cortana is described as "supportive, helpful, friendly, and empathetic," Google
Assistant is described as "humble, helpful, a little playful at times," and Siri is
described as possessing a "sense of helpfulness and camaraderie, being spunky
without being sharp, and being happy without being cartoonish" [125]. These
human-like characters are designed to create more accessible and relatable digi-
tal assistants.

But in order to create such digital assistants, companies resort to design-
ing female ones. The UNESCO report highlights the negative ethical and social
implications of feminized digital assistants, which create, reflect, reinforce, and
spread gender bias that disadvantage females. It depicts them as subservient
and of lower status than men. It also increases collective and individual toler-
ance of sexual harassment and verbal abuse by programming digital assistants
to give deflecting, apologetic, and even flirty responses to such interactions [125]
This is based on a Quartz experiment by Leah Fessler, which found that digital
assistants did not fare well when faced with sexual harassment and verbal abuse
by users, which occurs disturbingly frequently [132].

The UNESCO report also notes that feminized digital assistants blur the lines
between machine and human interactions. They do so by detecting and pro-
jecting emotions through speech in ways that allow them to pose as humans,
intrude on users’ privacy, and manipulate them. Furthermore, mistakes made
by the still learning software are communicated in a feminine voice. This creates
negative and false associations between being mistake prone and female. An-
other negative association is created due to the often oversimplified responses of
feminized digital assistants, creating a false link between simplistic and shallow
expressions and being female [125]

The above companies are making advances in addressing the negative gender
bias their digital assistants create and reinforce, by reprogramming them. But
this is hardly enough. If digital assistants are capable of recognizing the risks
posed by expressions indicating poor mental health, violent behavior, and poten-
tial self-harm, why can’t they recognize sexual harassment and verbal abuse?
The answer is found in both the biased design of digital assistants and the avail-
ability of deeply problematic content on sexual violence and abuse online. An
alarming example of that shows that when asked ’what is rape?’ Cortana initi-
ated a Bing search with a YouTube video titled "When Rape is OK" being among
the top hits [132]. This illustrates the depth and complexity of this issue and
how harmful feminizing technology is to an already disadvantaged part of the
population.

A technical solution to the ethical and social problems created by feminized
digital assistants is to not feminize them. It’s as simple as that. Conversational
AI does not need gender to engage users. A viable commercial example of that
is Q, the gender neutral voice assistant, which fuses human voices and keeps
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them within a gender neutral Hertz range [133]. Conversational AI also does not
need to act like a human to engage users. A viable commercial example of that
is Alibaba’s digital assistant, AliGenie 2.0, modeled after a cat with a cartoonish
voice that is popular with both children and adults [134]. There are alternative
design routes that produce useful and engaging digital assistants that are both
commercially viable and socially sustainable.

3.5 Discussion

Feminizing technology is not best practice. It’s a negative design choice with
painful consequences and should be stopped. In general, the choice to create
and sell anthropomorphized tools needs to have clear repercussions. It creates a
dangerous double standard that leaves users to fend for themselves against the
negative outcomes of the same action that companies encourage them to make for
the sake of financial and information wealth. This is unjust and disempowering.
Instead of making digital assistants useful and relatable, it achieves the opposite
objective.

The ATP’s case study of feminized digital assistants suggests that the unique-
ness of anthropomorphized intelligent agents does indeed create distinctly grat-
ifying human attachment to the technology. Among several ways in which it
manifests, are frequent sexual harassment and verbal abuse. This is not be-
cause humanity enjoys sexually harassing and verbally abusing tools en masse.
It is because this negative behavior targets females, and feminized digital as-
sistants as a result of that. Anthropomorphizing feminized technology further
normalizes already common sexual harassment and verbal abuse. With disturb-
ing responses from feminized digital assistants and no oversight or enforcement,
the situation worsens by the day.

The negative ethical and social implications of ATP are not necessarily limited
to females, and also apply to other vulnerable groups not included among those
developing and designing the technology we use. One such group can be children.
If the feminization of digital assistants persists, children will be exposed to even
more negative biases against females. Now it becomes the responsibility of the
parents to explain that sexually harassing is illegal and that answering verbal
abuse with anything other than admonishment won’t make it stop. But will
children believe it when they see and do the opposite in their daily engagements
with feminized digital assistants with no repercussions? Unlikely. If anything,
it will likely increase the risk of children being sexually harassed and verbally
abused, encourage them to justify this behavior, and even take part in it.

This further underscores the importance of discussing the ATP and its ethi-
cal and social implications in the context of additional case studies on human-
machine interactions. But more discussion is far from enough. Companies ought
to cease anthropomorphizing technology in ways that disadvantage humans, es-
pecially if they are unwilling to recognize and bear the ethical and social respon-
sibility for how it already harms humans and will continue doing so in the future.
The disturbing case of feminized digital assistants and their implications is only
a beginning.
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3.6 Conclusions

Companies anthropomorphizing tools should be held accountable for doing so.
Responsibility for the negative ethical and social outcomes of anthropomorphiz-
ing intelligent agents cannot and should not fall on users alone. The design
choices that help sell products and make them more engaging are also system-
atically harming users. For these reasons, the feminization of technology must
stop, and socially sustainable alternatives to anthropomorphism must be further
developed and promoted as best practices. Failing to do so will only exacer-
bate the already dire consequences depicted in this article, with more vulnerable
groups joining the reckless engineering line of fire. Otherwise, how can a popular
product like digital assistants be ’for everyone’, like this project entails, when it
negatively impacts at least half of us?



AI Education for Everyone 41

Chapter 4

AI Education for Everyone:
How to Integrate Future Labor Force
into Digital Frontier?
Wenqing He, Yifan Shen, Ying Xin

We provide AI-related learning solutions to people born in or before
1990s in China, who haven’t received rigorous AI related education
during higher education and are highly susceptible to AI technological
advances in job market. We propose a model on depicting influence
of computerization and education on wages of both high- and low-
skilled labor, and also evaluate wage increase trend and labor force
shift in China in 1978-2016 with the introduction of computers and
automated machinery. As such, we propose a list of college majors
that need to incorporate computer science education, which leads to
an assessment outline for design of AI courses both led by colleges and
corporates.

Keywords: AI education, Artificial intelligence, Labor force, Higher education,
Online courseware

4.1 How will AI impact current workforce

4.1.1 Current development in AI technology
Artificial intelligence, the concept first coined in 1956 by John McCarthy, is
broadly defined as the scientific understanding of the mechanisms underlying
thought and intelligent behavior and their embodiment in machines (Associa-
tion for the Advancement of Artificial Intelligence). Throughout its development,
its context has been gradually evolving with its commercial application in wider
fields. The advancements in AI industry have built foundations for its rapid
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commercialization in 21st century. Since 1960s we have witnessed a range of
breakthroughs in AI technology that breached the initial fog, including a lack of
computational power and dearth of funds, exampli gratia. In 1997, IBM’s Deep
Blue, a chess playing computer program defeated world chess master Gary Kas-
parov. This was the first record of a reigning world chess champion loss to a
computer. In the same year, speech recognition software, developed by Dragon
Systems, was implemented on Windows, which unveiled the development in nat-
ural language processing.

Figure 4.1: Developments in AI technology in 20th century

Source: Harvard graduate school of arts and sciences

21st century launches the start of application of AI in various industries. Cur-
rently it’s mainly utilized in data-heavy sectors. The advent of deep learning, only
about a decade ago in its current form, has rendered the most accurate reasoning
and processing algorithms possible in lots of applications. Retailers, both online
and offline, are increasingly deploying AI to leverage their customer interaction
data to boost revenue at lower selling costs. In investing, algorithmic trading has
been a leading trend due to its speed advantage. In personal assistants, Apple’s
Siri, Amazon’s Alexa, Microsoft’s Cortana and Google now are all conspicuous
products. This is the first touch of AI in people’s everyday life.

AI is yet to be disruptive in many other industries. Healthcare, for instance,
uses cognitive computing in cancer diagnosis successfully lowering error rate.
McKinsey reported that machine learning, computer vision, natural language
processing, autonomous vehicles, smart robotics and virtual agents received the
largest amount of PE/VC investment in 2016 of 5.0-7.0, 2.5-3.5, 0.6-0.9, 0.3-
0.5, 0.3-0.5, 0.1-0.2 billion USD respectively[138]. Though large tech firms have
been main players in AI industries, start-ups have also been in the spotlight with
emerging M&A activities. According to ITjuzi, an M&A activity data provider in
China, there’re currently 1,500 AI related startups and 105 entrepreneurs dedi-
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cated to this industry. Telecommunications, automobile and assembly, financial
services, media and entertainment are among the top in AI penetration.

4.1.2 Overview of AI integration with traditional industries

AI + Automotive

Tesla is the first one in taking revolutionary step of claiming robots to be a com-
plete replacement of human, instead of assistants. Tesla has expressed its am-
bition, if not too much, in its model 3 factory. As stated, Model 3’s assembly line
is equipped with 50 different steps, which helps build the vehicles on a singu-
lar body frame. Comparing to Model S, which has more than 80 different body
frames, Model 3 is designed to be simplified and fit for highly-automated pro-
duction line. According to its 2018Q1 update letter, it has successfully achieved
automation in body welding, general assembly, inverter and drive unit produc-
tion.

Tesla is the first one to integrate AI with auto manufacturing, but might not
be the first to bring automation to automotive industry. Since 20th century, it
has been blessed with mass production with highly complex system. Prototype
industrial robots made it debut in General Motors as early as 1961, perform-
ing spot welding, and soon attracted attention from Ford. Since then, major
breakthroughs boomed with the increase of flexibility, productivity and number
of tasks robots could perform. By 1980s, billions of dollars were spent by com-
panies to automate basic tasks.

Yet the latest trend in auto manufacturing automation lies in collaborative
working between robots and human. As Julie Shah states, key element in such
development involves building “a statistical model of human behavior” to predict
how people may act from robots’ perspective. This has been a one step forward in
bringing robot from dumb training into a more interactive working environment,
where artificial intelligence will play significant role. Such statistical model and
algorithm could “predict in real time the behavior of a human working together
with a robot, using both human motion and task procedure information.”, ren-
dering human and robots work on the same volume.

However, artificial intelligence has by no means reached the stage of threat-
ening human works’ importance on the production line. Even Tesla, in its inno-
vative attempt to automate fully production, announced dialing back automation
and introducing certain semi-automated or manual processes. As reported by
Bernstein, “Tesla has spent c.2x what a traditional OEM spends per unit on ca-
pacity.” Arguably, there should be an optimal level of automation when it comes
to commercialized use, and the ideal solution should be a human-robot interac-
tive production line, instead of fully automated one.

China, though not on the forefront of automated manufacturing, has been
catching up on automated processes. No more than a decade ago, auto man-
ufacturing was a highly labor intensive industry, with thousands of assembly
workers in each factory. Nevertheless, nowadays, industrial robots have gradu-
ally taken charge of highly dangerous tasks. In 2016, 15% of industrial robots
were sold to auto manufacturing factories, totaling 12,380, compared with 8,550
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robots sold in 2014.
As aforementioned, auto manufacturing has been the typical industry shifting

from labor to capital and technology intensive. Such transformation relies on
leapfrogging first in engineering in 1960s, then in artificial intelligence, especially
machine learning, in 21st century.

AI + Logistics

In contrast with automotive industry, logistics is still an untapped market in AI
application. However, the network-based nature of logistics renders it highly pos-
sible to be the next rising star. In 2018, DHL and IBM collaboratively published
a report on implications and use cases for the logistics industry. The report clas-
sifies its forecast of future collaboration of AI and logistics into back office AI,
predictive logistics and seeing, speaking and thinking logistics, and AI powered
customer experience.

The development of back office AI in logistics is also in line with other in-
dustries for sake of cost reduction. These projects are often targeted at highly
repetitive intellectual labor that requires less pattern identification. A viable ap-
plication is customs brokerage processes assisted and automated by AI. A typ-
ical customs brokerage service often entails these major steps – shipment data
and documents collection, declaring the goods, customs officer validating infor-
mation, and assigning invoice of brokerage costs to customers. All these steps
depend on multiple manual processes and complex repetitive validation, which
could lead to human error from time to time. An enterprise AI platform like
IBE Watson uses natural language processing and the self-learning capabilities
of deep learning to learn all regulations and documentations and automate cus-
toms declarations processes. Such system can reduce human error and build
training database for AI itself.

As for predictive logistics, this is the next step of logistics business strategy
management using AI. DHL utilizes its global trade barometer to visualize current
and future development for global trade. The tool uses large amounts of opera-
tional logistics data, advanced statistical modeling, and artificial intelligence to
give a monthly outlook on prospects for the global economy.

Seeing, speaking and thinking logistics assets are the earliest and most prece-
dent area where AI cooperates with human labor. Intelligent robotic sorting,
autonomous guided vehicles and conversational interfaces are all currently de-
veloping applications.

AI + customer services has always been heated topic within natural language
processing. For most consumers, touch points with a logistics company begin at
checkout with an online retailer and end with a successful delivery or sometimes
a product return. Such customer experience relies on multiple human interac-
tion which is hardly possible to be replaced by AI assisted robotics. Yet in 2017,
DHL released a voice-based service to track parcels and provide shipment infor-
mation using Amazon’s Alexa. Such system has been a great enhancement in
last-mile delivery service quality.
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AI + Finance

Among all industries, finance has always been on the forefront of integrating ar-
tificial intelligence, where machine learning has contributed fruitful applications
to the industry’s automation and development. Given high volume, accurate his-
torical records, and quantitative nature of the industry, it’s definitely the most
suited for artificial intelligence.

The most successful integration emerges in the field of portfolio management
and algorithmic trading currently, where Table 4.1 provides a short list of major
companies actively engaged in developing AI integration with fraud detection,
loan/insurance underwriting, customer service and etc.

Table 4.1: List of companies engaging in AI + Finance
Portfolio Management Betterment, Schwab Intelligent Portfolio
Algorithmic Trading Renaissance Technologies, Walnut Algorithms
Fraud Detection Kount, APEX Analytics
Loan/Insurance
Underwriting Compare.com

Customer Service Facefirst, Conitec
Sentiment/News
Analysis Hearsay Social

Within the realm of portfolio management, the term “robo-advisor” was essen-
tially unheard-of just five years ago, but it is now commonplace in the financial
landscape. These virtual advisors serve as algorithms to calibrate a profitable
portfolio catering to the customized need of different customers. When subscrib-
ing to such services, users would be asked to enter their personal finance goals,
i.e.: rate of return target, total liquid asset, total income, age and etc., and these
“robo-advisors” would automatically generate a portfolio spreading across dif-
ferent assets according to the parameters received with detailed analysis. The
system then calibrates to changes in the user’s goals and to real-time changes in
the market, aiming always to find the best fit for the user’s original goals.

Algorithmic trading is currently the most promising application of AI + finance,
where its origins could be dated to 1970s. Most hedge funds and financial insti-
tutions do not openly disclose their AI approaches to trading, but it is believed
that machine learning and deep learning are playing an increasingly important
role in calibrating trading decisions in real time.

Future applications of AI in finance could be perpetuated into all kinds of ar-
eas, ranging from customer service, security 2.0, to sales or recommendations of
financial products. As for customer service, chat bots and conversational inter-
faces are a rapidly expanding area of venture investment and customer service
budget. As aforementioned in logistics + AI integration, more satisfactory AI as-
sisted customer service has always been an important topic within natural lan-
guage processing and machine learning. As expected, smooth human robot chat
services, though not widely spread currently, will be a viable norm for millions
in at most 5 years of time, and is likely to manifest in different industries. As for
sales or recommendation of financial products, more efforts are dedicated to the



46 W. He, Y. Shen and Y. Xin

perfection of robot advisors services. Just as Amazon and Netflix can recommend
books and movies better than any living human “expert,” ongoing conversations
with financial personal assistants might do the same for financial products.

4.2 Influence of automation on employment & wages

4.2.1 Literature Review
It’s reasonable to draw parallels between AI and other previous technological
advancements. China has a history of rapid industrialization since reform and
opening up, with technological breakthrough happening frequently since 1990s.
This paper aims to review on previous research on influence of automation on
employment and wages and proposes a model that factors in AI influence similar
to the approach of factoring in automation influence, and predicts how AI would
impact future workforce.

Technological unemployment has been a widely discussed topic in economics
profession. Differing views center around popular concerns about job losses trig-
gered by technological progress. Yet Say (1964[1803]) proposed that process
innovations not only displace workers in the industries using newly invented
machines, but also create jobs in the industries producing them[143]. To empir-
ically model technological unemployment, Daniel Susskind (2017) introduces a
new distinction between two types of capital – ‘traditional’ and ‘advanced’, with
the former as a q-complement to labor in performing tasks and the latter dis-
placing labor from these q-complemented tasks. He holds a pessimistic view
that ‘task encroachment’ drives labor out the economy at an endogenously deter-
mined rate and wages decline to zero[144]. Meanwhile, Horst Feldmann (2013)
uses time series data in 1989-2009 and concludes that increase in technologi-
cal change substantially increases unemployment over 3 years, at least during a
transition period[139].

An ocean of research is available for modeling robot and machinery influence
on labor. Most models are based on Constant Elasticity of Substitution (CES)
function, but take different forms according to different assumptions. Stephen
J. DeCanio (2016) focuses on conditions on which AI will lead to decrease in
aggregate wages, due to effect of elasticity of substitution between human and
robotic labor. He starts with an elementary model incorporating human labor,
capital and robots, with a two-level nested CES production function:

Q =

⇢
�

h
✓L

��1
� + (1� ✓)M

��1
�

i ⌘�1
⌘

+ (1� �)K
⌘�1
⌘

� ⌘✏
⌘�1

(4.1)

0 < � < 1, 0 < ⌘ < 1, 0 < ✓, � < 1

where human labor (L), robotic labor (M) and fixed capital (K) coexist and
@w/@Mmeasures the substitutability of wage against machinery labor[136].

Yet academics furthered the debate on the substitution and complementarity
effect of automation. Most work draws upon a large set of inputs, where im-
provements in one do not obviate the need of the other. David H. Autor (2015)
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argues that technological change is not necessarily employment-increasing or
Pareto-improving. Workers tend to benefit directly from automation when they
own skills complemented by automation[135]. The elasticity of labor supply also
can mitigate wage gains. And moreover, the output elasticity of demand com-
bined with income elasticity of demand can either dampen or amplify the gains
from automation.

To illustrate such contradicting forces explicitly, Michael Decker, Martin Fis-
cher and Ingrid Ott (2016) [137]form a formal representation of substitution and
complementarities between human labor and robots with the following model,
with human capital (H), medium- and low-skilled labor (M and L) and robot (R)
in major concern,

Y = AH
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(4.2)
0 < ↵ < 1, 1 � ✓, ⇢ > �1, A, a, b > 0

where A represents a factor-neutral productivity parameter; a and b are dis-
tribution parameters. The conclusion goes that relationship between robots and
human is evolving, where both are substitutes in early phases of technological
developments and become complements as technology advances. As such, the
differentiation between industrial and service robots arises.

4.2.2 The model
This paper contributes to existing literature in that it verifies existence of com-
plementary effect of robots on human labor in China. China serves as an ideal
economy to look at in that it has long been a labor intensive economy full of low-
skilled labor, while it also has experienced the most rapid pace of automation
since 1990s which ignites an all-round transformation of workforce profile.

Based on equation (2), we further our research by simplifying differentiation
of labor into only low- and high-skilled ones1 (L and H) and add an education
(E) parameter to analyze the value-add of higher level education in incorporating
labor into automated industries.
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where a, b and c are distribution factors, 0 < ↵ < 1, 1 � ✓

Assumption 1: Automation has a strictly substituting effect on wages of low-
skilled labor, where @w

@L
< 0.

Assumption 2: Automation has an undecided effect on wages of high-skilled
labor, where @w

@H
<> 0.

1We define low-skilled labor as any job performed by workforce requiring educational background
no greater than K12 level, and high-skilled labor as any job requiring educational background above.
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Assumption 3: Education has a statistically significant positive effect on wages
of both low- and high-skilled labor during automation, where 0 < b, c < 1.

These three assumptions are based on our understanding and results of pre-
vious research. Further validation is necessary in empirical research section in
the future. Noted that AI does not generate the same in its effect on workforce as
automation, we will add a section of robustness check of our model on industries
which already have a relatively long history of AI commercialization.

4.2.3 The empirical research

We utilize China education and labor data from national statistic bureau[140][142]
for validation of the model above. Results are shown in Table 4.2, which is slightly
different from our assumption. As defined in the empirical validation, we use
the number of labor working in industries requiring high- and low-skilled labor
as a parameter of computerization. The higher the number of labor, the lower
the computerization level. We use number of students graduating with under-
graduate and above degree and number of students graduating with high school
diploma and above as parameters of education level. The time-frame of our ob-
servation ranges from 1978 to 2016, covering the whole reform and opening up
economic development transitional period in China.

Table 4.2: Model Validation Results
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As shown in the results, education has a statistically significant positive in-
fluence on wage for high-skilled labor, while negative for low-skilled labor. Mean-
while, level of computerization has strictly negative influence on wage for high-
skilled labor, where a positive coefficient means lower computerization. As for
low-skilled labor, we haven’t found a statistically significant connection between
wage and computerization. Noted that the result is different from our assump-
tion, we conclude that further research is necessary to complement the empirical
results in that 1) due to lack of data, level of computerization is still on the early
stage for most industries by 2016; 2) solely using wage as the dependent variable
might not be sufficient as most negative influence comes from direct unemploy-
ment rather than reduction in wages; 3) there’s no official definition in high- and
low-skilled labor by National Statistics Bureau.

4.3 Enhancing effective computer science educa-
tion

4.3.1 Implications on AI integration with college education
As concluded in previous sections, level of automation will incur a strictly neg-
ative effect on the wages of low-skilled workers, while influence to high-skilled
workers is undefined. Therein forth, this demonstrates that as for vocational
education, more human-machine interaction courses should be introduced to
fully adapt workforce to the future of AI working environment, while as for higher
level education, more customized program should be implemented for different
majors.

Bearing in mind that different majors have different susceptibility to AI in-
fluence, we analyze their exposure to AI based on previous research. Frey and
Osborne (2013) estimate the probability of computerization for 702 occupations,
by using a Gaussian process classifier. The paper utilizes 2010 version of O*NET
data from US Department of Labor, and specifies three main computerization
bottleneck – perception and manipulation, creative intelligence, and social intel-
ligence.

Meanwhile, the paper connects these bottleneck with relevant O*NET vari-
ables as displayed in Table 4.3, to further quantify the probability of comput-
erization of different occupations, reporting probability for all 720 occupations.
According to the estimates, 47% of total US employment is highly susceptible
to automation influence, and wages and education attainment are statistically
negatively correlated with probability of computerization.

With regards to the aforementioned research, we approach the analysis of col-
lege major susceptibility to AI influence by creating a scoring table. We use data
from the latest full list of college majors published by Ministry of Education of
PRC in 2012. Table 4.4 shows a consolidated list of majors to be included in
the analysis. With the probability of computerization concluded from previous
research, we select at most three main occupations students graduating from
each major most likely getting placed in and calculate the average of probability,
representing the susceptibility to AI influence on job seeking of these majors. We
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Table 4.3: O*NET variables and bottlenecks to computerization
Computerization bottleneck O*NET variable
Perception and
Manipulation Finger Dexterity

Manual Dexterity
Cramped Work Space, Awkward Positions

Creative Intelligence Originality
Fine Arts

Social Intelligence Social Perceptiveness
Negotiation
Persuasion
Assisting and Caring for Others

match the three majors according to job placement reports of Tsinghua Univer-
sity, Peking University and Fudan University from 2015 to 2017. When matching
occupations with majors, we ignore circumstances where students get employed
in industries conspicuously irrelevant to his college studies, for instance, engi-
neering students working in accounting firms, eliminating heterogeneous effect
of students subjectively changing their career goal adapting to AI influence.

Table 4.5 shows the susceptibility scores of different majors. As stated in the
results, none of the majors bears a probability of computerization higher than
50%, proving that compared to low-skilled labor, AI influence on workforce with
higher education is not strictly substitution. However, we do see some trends of
higher risk in majors 1) focusing on data analysis, i.e.: statistician, financial an-
alysts; 2) highly rule-based and standardized in the service it provides, 3) entails
economy of scale in production. However, contrary to common knowledge, some
STEM majors are also highly susceptible to computerization. All majors in sci-
ence and engineering categories report probability over 2%, except for psychology
and astronomy. As the frontier of AI research, computer science students enjoy
a 6.23% probability of computerization. Such results demonstrate that 1) inter-
active communication skills between human and between human and machine
should be emphasized in college education, 2) creativity is a weapon against com-
puterization and AI substitution effect, 3) building and mastering AI is the next
frontier of engineering studies.
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Table 4.4: China’s college major list
Categories Majors
Agriculture Forestry, animal husbandry, fisheries
Arts Music, drama and film studies, design
Economics Economics, public finance, finance
Education Education, sports education

Engineering Mechanics, mechanical engineering, material science, energy,
electrical engineering

History History, archaeology
Information
Engineering

Automation, computer science, architecture, environmental
science, mining, transportation, aerospace, nuclear science

Law Law, politics, sociology, ethnology
Literature Chinese literature, foreign literature, journalism
Management
science

Business administration, public administration, operations
research, e-commerce

Medical science Basic medicine, clinical medicine, public health, Chinese
traditional medicine

Philosophy Philosophy, logic, religious studies

Science
Mathematics, physics, chemistry, astronomy, geography,
atmospheric science, geology, psychology, biology, statistics
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As such, non-AI related majors and inter-disciplinary education practices will
be core battleground in helping students adapting to future employment. As for
non-AI related majors, we’ve designed three major parameters related to three
major skills needed in AI integrated studies. As shown in Figure 4.2, communi-
cation, cooperation and manipulation are three main skills surrounding AI edu-
cation, whereby we could evaluate potential courses according to their focus on
human-AI interaction, communication and creativity cultivation and program-
ming skills enhancement.

Figure 4.2: Three parameters to assess AI courses

Communication

Manipulation Cooperation

Human-AI interaction

Creativity Programming

As for inter-disciplinary education practices, US has been at the forefront in
proposing interdisciplinary pedagogy for STEM education, where students can
learn the interconnectedness of the disciplines of science. STEM is aimed at
providing problem-based learning platform to enhance cooperation and problem
solving skills. Madden, Baxter and et al. (2013) proposed Student-Initiated Inte-
grative Major (SIIM) project, where students are allowed to develop their unique
SIIM with one major and two minor specialization. Such student-oriented pro-
gram setting will cultivate three main skills: domain knowledge, integrated learn-
ing module and problem solving workshops. The program is a combination of
interdisciplinary major and integrative core. Since it’s been proposed, many col-
leges in US have introduced STEM pedagogy and STEM has become the first
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priority in US education in recent years [141].

4.3.2 Status quo of AI related college education in China

In July, 2017, China State Council published Development Plan of New Gener-
ation of Artificial Intelligence. This document stated that we should emphasize
on cultivating high-level talents in AI industry by 1) focusing on cultivating more
versatile professionals with knowledge of AI theories, technology, products and
applications; 2) starting producing more talents that could combine expertise in
their own field with AI industry. With regards to such guideline, the document
also proposed to introduce more AI related professionals fostering AI research
and education and set up AI courses for undergraduate and higher level educa-
tion.

Nevertheless, AI education in China has well sprouted before the issuance
of government policy. In 2016, according to China’s Ministry of Education, 33
universities registered the opening of new major “Data science and big data tech-
nology” on bachelor level, which reveals an increasing awareness of incorporating
data science related knowledge into college education.

Another important aspect of AI education is various open courseware re-
sources on online courses platform (Coursera, Udacity, Wanmen etc.). Online
education has become an important source of learning. The main purpose of
enrolling in online courses is 1) personal improvement due to pure interest 2)
vocational preparation for starting a new job in a new industry. One of the most
rigorous package of AI courses is launched by Udacity. It launched an Artificial
Intelligence Nanodegree program with support from IBM, Amazon and etc. This
program teaches classical AI algorithms applying to common problem types, in-
corporating theory illustration, project demonstration, additional topic and class-
room exercise for each topic, as listed in syllabus in Table 4.6. The program also
matches a mentor for each student to enhance interaction.

On corporate perspective, tech giants such as Google, Facebook, OpenAI and
etc. have launched open source AI software to public. TensorFlow is designed by
Google, strong at natural language processing and cognitive task. Deepmind Lab
is launched by OpenAI for developers to test their AI platforms. Amazon, Google,
Facebook, IBM and Microsoft announced the establishment of Partnership on
AI, an NGO aimed at studying and formulating best practices on AI technolo-
gies, advancing the public’s understanding of AI, and its influence of people and
society.

The future development of AI education should be a combination of govern-
ment, corporates, and universities’ endeavor with intermitted cooperation to fur-
ther enhance the cultivation and integration of AI talents. Such cooperation could
take form of both classroom core courses teaching and online courses supported
by universities and corporates.
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Table 4.7: Udacity Artificial Intelligence Nanodegree Syllabus

Topic Objective Core sub-topic Classroom
Exercise

Solving Sudoku
with ai

Use constraint
propagation and
search

Constraint satisfaction problems

Build a
Forward
Planning Agent

Learning about
significance of search
in AI

Uninformed and
Informed Search Pacman

Optimization
Problems

Introduce iterative
improvement
problems that can be
solved with
optimization

Hill climbing,
simulated
annealing,
genetic
algorithms

Compare
optimization
techniques on a
variety of
problems

Automated
Planning Planning problems Symbolic logic & reasoning,

classical planning
Build an Adversarial Game Playing
Agent

Search in multi-agent domains,
optimizing minimax search,
extending minimax search

Part of speech
tagging

Probability, Bayes network, inference in Bayes Nets,
hidden Markov models, dynamic time warping

4.4 Limitations and further studies

The results of study in the theory we proposed and the empirical study are lim-
ited by the lack of historical data in Artificial Intelligence education. Though the
concept AI was coined as early as 1960s, serious AI classroom education did not
start until 2005. We used multiple other concepts like automation, computeriza-
tion, and data science to approximate the concept of AI, yet still allowing minor
deviations in some results and methods. Therefore, further ongoing studies is a
must to carry our conclusions forward and retest and amend any new implica-
tions

One proposal could be using the news of Tesla building factory in Shanghai as
a case study with more than 10 years’ spectrum. In May 2018, Tesla announced
the set up of a 100 million yuan (US$15.06 million) subsidiary focusing on R&D
in Lingang, in a sign it was edging closer to the setting up of a manufacturing
plant in the city. In July, Tesla will establish its Gigafactory 3 at Lingang near
Shanghai’s free-trade zone, with an annual capacity to produce 500,000 electric
vehicles, according to its own announcement. Potential research topic could be
dedicated to how such endeavor could propel the introduction and cultivation of
new AI talents and what trend could be seen in AI related vocational, theoretical
and product specific education with regards to such initiative.
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4.5 Conclusion

Artificial Intelligence for sure will be a significant threat yet also opportunity for
future generations. With major breakthroughs in AI theory and applications ex-
pected within 20 years, current workforce in all industries should prepare for
potential substituting effect. We propose a model depicting such influence with
regards to high- and low-skilled labor and conclude that AI has a strictly nega-
tive impact on low-skilled labor, while undefined influence to high-skilled labor.
With proper AI-related education, negative effects could be alleviated. An assess-
ment outline is designed to evaluate three core skill-set cultivated in AI educa-
tion – cooperation, communication and manipulation. For college majors highly
susceptible to AI influence in job market placement, more endeavor from both
universities and corporates is necessary to help them adapt to future AI present
working environment.
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Chapter 5

The Life of Individuality:
Modernity, Panopticon, and Dataism
Chong-Fuk Lau

Abstract: The paper begins with an analysis of individuality as the
distinctive feature of modernity, reviewing the progress of individual-
istic humanism from Martin Luther to other modern thinkers and its
further development as a secularization process during the Enlighten-
ment. Whereas the Enlightenment promoted reason over superstition
and liberty over authority, a line of counter-reaction embraced the sec-
ularization but suppressed individual freedom by replacing the aban-
doned belief in divine governance with a system of social surveillance.
The goal of comprehensive surveillance is best illustrated by Jeremy
Bentham’s proposal of panopticon, which was originally conceived as
an ideal prison structure, but can be generalized, as Michel Foucault
suggests, into a symbol of the structure of a disciplinary society. Mas-
sive technological advancement since the second half of the twentieth
century makes universal surveillance realizable in the form of infor-
mation panopticon, which can pose an enormous threat to individual
freedom particularly under an authoritarian regime. Yet, as Shoshana
Zuboff points out, information panopticon can merge individuals into
a new kind of collectivism. Drawing on Yuval Noah Harari’s work, the
paper concludes with a reflection on the possible death of individuality
that may be brought about by the further development of information
technology in the age of dataism. In the all-compassing information
panopticon made possible by artificial intelligence, human individual-
ity may be thoroughly disintegrated and dissolved into a new form of
existence that can be characterized as post- or transhumanism.



58 C-F. Lau

5.1 Modernity and the Birth of Individuality

It seems a truism that every human being is an individual, but the idea of in-
dividuality is in fact a quite modern invention. A human being used to be con-
sidered first as a member of a group or a tribe instead of as an independent
and autonomous agent. Whereas most of the traditional societies were ruled by
authoritarian leaders, ancient Greek city-states, especially Athens with its form
of direct democracy, came closest to recognizing the individuality of its citizens.
However, not only was citizenship not granted to every individual in Athens, but
even citizens themselves were defined primarily by their specific roles in the city-
state [145]. Identifying every human being as an individual with intrinsic and
independent value is a recent achievement in human history.

In a certain sense, the origin of the modern idea of individuality can be at-
tributed to Martin Luther’s Protestant Reformation. Last year, 2017, was the
five hundredth anniversary of Luther’s publication of the Ninety-five Theses,
which were, according to the legend, posted on the door of All Saints’ Church
(Schlosskirche) in Wittenberg, Germany, and sent to the Archbishop of Mainz,
Albert of Brandenburg, on October 31, 1517. Luther’s Ninety-five Theses contain
the doctrines of the priest-hood of all believers and justification by faith alone
(sola fide), which are not merely revolutionary religious theses, but contain a
historical novum: this is the first time ever in human history that every individ-
ual is considered on his or her own, independently of background and affiliation
[146]. Each person is responsible for his or her own eternal fate in the face
of God, without having to rely on the Church and its priests as mediators be-
tween God and human beings. Salvation is thus an individual matter. Luther’s
Reformation advances the very concept of individuality that turns out to be the
distinctive feature of modern world [147].

Without taking the prior discovery of individuality into consideration, it would
not be possible to understand the subsequent development of human civilization
in the form of individualistic humanism. A new era of philosophy was founded
on the discovery of individuality, the essence of which is expressed in the philos-
ophy of René Descartes, the father of modern philosophy. The primary objective
of Descartes’s philosophy is to establish an indubitable foundation for human
knowledge. By the method of universal doubt, Descartes demonstrates that even
if everything I believe in turns out false, or even if I am just dreaming or even be-
ing deceived by an evil demon, there must be at least an I who has those mistaken
beliefs or is being deceived. The indubitable Archimedean point for philosophy
is thus for Descartes: “I think, therefore I am” [148]. However, it is important
to note that what carries the philosophical significance of Descartes’s reflection
is not the affirmation of my existence as such, but rather the affirmation of an
individual as an indubitable foundation. Descartes’s method of universal doubt
would not have borne any significance without the modern idea of individuality,
without which the doubt of such an insignificant creature as a human individ-
ual would not have much credibility at all, especially compared to the authority
of the Scripture or the Church. For Descartes, the affirmation of my conscious
existence enjoys an epistemologically privileged status that precedes even the
affirmation of the existence of God.
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Although early modern philosophers such as Descartes maintained that the
existence of God could be rationally demonstrated, the belief in the divine exis-
tence has been weakened in the course of modern civilization and gradually su-
perseded by a more rational and secular world-view, especially since Immanuel
Kant’s powerful refutations of the major traditional arguments for the existence
of God. Kant belongs as a major thinker to the age of Enlightenment, which was
an influential intellectual movement in modern Europe during the eighteenth
century that promoted reason over superstition and liberty over authority. The
critical attitude toward religious beliefs and authority initiated by the Enlight-
enment is most vividly expressed by Friedrich Nietzsche’s famous proclamation
of the death of God [149]. Nietzsche transforms the traditional metaphysical or
religious question of whether God exists into a cultural problem. For traditional
philosophers, God either exists or does not exist, and, if God exists, he did not
come into being nor will he ever cease to exist. Proclaiming that God is dead
would thus be total nonsense. However, Nietzsche considers God to be a prod-
uct of human civilization, a creation that was once necessary for human society
but has become obsolete or redundant in the progress of human civilization and
secularization [150]. For Nietzsche, God is not just dead but was murdered by
human beings. It was the progress of individualistic humanism that finally im-
posed a death sentence on God.

Nietzsche belongs to a camp of thinkers who see religion as an illusionary
product of human imagination and need. It is not, as the Bible states, that
humans were created by God in his image, but rather the opposite: it is God
who was created by humans with their imagination. Even though God may be a
human creation, it is obviously not an arbitrary one, but for a necessary social
function. There are religion critics such as Karl Marx who denounce religion as
“the opium of the people” [151], but there are other thinkers who appreciate the
constructive function of religion, without denying that religion is at the end an
illusion. The function of religion is illuminatively described by an early Greek
thinker called Critias, who gives the following account of the origin of religion:
There was a time when the life of men was unordered, bestial and the slave of
force, when there was no reward for the virtuous and no punishment for the
wicked. Then, I think, men devised retributory laws, in order that Justice might
be dictator and have arrogance as its slave, and if anyone sinned, he was pun-
ished. Then, when the laws forbade them to commit open crimes of violence, and
they began to do them in secret, a wise and clever man invented fear (of the gods)
for mortals, that there might be some means of frightening the wicked, even if
they do anything or say or think it in secret. Hence he introduced the Divine
(religion), saying that there is a God flourishing with immortal life, hearing and
seeing with his mind, and thinking of everything and caring about these things,
and having divine nature, who will hear everything said among mortals, and will
be able to see all that is done. And even if you plan anything evil in secret, you
will not escape the gods in this; for they have surpassing intelligence. In saying
these words, he introduced the pleasantest of teachings, covering up the truth
with a false theory.. . . Thus, I think, for the first time did someone persuade
mortals to believe in a race of deities [152].

It is a matter of fact that most human societies since the transformation from
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a hunter-gatherer to a sedentary lifestyle after the agricultural revolution have
various forms of religious practice and beliefs in supernatural deities. Religious
rituals and institutions occupy a crucial role in traditional societies and also
perform a key political function [153]. This historical fact is an important in-
dicator showing that the belief in God did serve some, probably vital, purposes
for a society, for otherwise maintaining religious institutions would have been
evolutionarily too costly if it did not provide any adaptive advantage [130].

The function of an unquestionable authority for a society can also be observed
in the development of the Enlightenment and the progress of secularization. Even
if religion is not based on reason and evidence, disenchanting the world by re-
moving the superstitious authoritative figure still creates serious problems with
which human civilization has to grapple. The removal of a superior authority
has led to dangerous results in the course of human history. Prior to Nietzsche’s
proclamation of the death of God, there was an important event in European his-
tory during the Enlightenment, in which the struggle of individuality with itself
has become particularly intense and dangerous. During the French Revolution,
the French monarchy was overturned in 1789 with the hope of establishing a
republic promoting the ideals of Liberty, Equality, and Fraternity. However, the
abolition of the French monarchy led to a period of instability and terror, in which
the French king was brought to trial and finally executed by guillotine, and al-
most everyone else was also under threat. The extreme expression of individuality
without authority turned into an age of terror, in which everyone was potentially
the next victim of the guillotine [155].

The elimination of authority can easily form a state in which every individual
takes himself or herself to be the absolute authority [156]. It is the transforma-
tion from the dictatorship of an earthly or divine authority to the tyranny of the
many. In the post-Enlightenment era, there is thus an urge to restore a form
of authority without appealing to any supernatural or divine governance. Even
though there is no longer any deity that can watch the mind of an individual
all the time, there must be a form of surveillance that takes up this role. The
belief in divine governance, which may no longer be rationally acceptable in post-
Enlightenment times, is replaced by the idea of mundane social surveillance,
which is best symbolized by the construction of what is known as panopticon.

5.2 Panopticon and the Disciplining of Individual-
ity

The idea of panopticon was originally proposed by Jeremy Bentham, the founder
of utilitarianism. Utilitarianism belongs to a broader framework of ethical theory
called consequentialism, which maintains that the moral rightness or wrongness
of an action is determined by the consequences of the action. Consequentialism
includes a variety of different ethical theories, which have different views as to
what types of consequences are morally relevant and how different consequences
are to be evaluated. Among the different types of consequentialism, utilitarian-
ism is one of the earliest, simplest, and most influential forms; it evaluates an
action in terms of the amount of pleasure or pain it produces. The central idea of
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utilitarianism is the maximum happiness principle, according to which an action
is morally good if and only if it brings about the greatest happiness for the great-
est number of sentient beings and minimizes the harm for the greatest number
[157] Although utilitarianism aims to promote pleasure and happiness, it is dif-
ferent from ethical egoism, which counts only the happiness of the individual
while ignoring the happiness of others. Utilitarianism, by contrast, is altruistic.

Noteworthy is the fact that although utilitarianism is a distinctively modern
ethical theory, its core principle can lead to conflict with the modern princi-
ple of individuality. Utilitarianism is not necessarily committed to the unalien-
able rights of individuals. Classical arguments against utilitarianism include the
imaginary but not unrealistic scenario that if a society can maximize the happi-
ness of the majority by enslaving a tiny portion of its citizens, this slavery system
would not only be morally permissible but even morally required according to
the utilitarian principle. The minority certainly would suffer enormously, but
the suffering of the tiny population would be outnumbered and outweighed by
the happiness gained by a much larger population. Admittedly, there are good
responses by utilitarianists or consequentialists to this kind of challenge, but it
shows that the principle of individual human rights and dignity is not the foun-
dation of utilitarianism, even if it can be made compatible with it.

It is no coincidence that the construction of panopticon was introduced by the
founder of utilitarianism, because panopticon assumes the goal of maximizing
the well-being of a society at the cost of individual rights and sufferings, par-
ticularly since those individuals who suffer under the panopticon are supposed
to be criminals, whose freedom could allegedly bring more harm than good to
society. Bentham’s idea of panopticon was first documented in a series of letters
written in 1787 and then in other writings in the early 1790s [158]. The term
“panopticon” originated from a figure in Greek mythology called Argus Panoptes,
who is a many-eyed giant and a very effective watchman. Bentham’s panopticon
is a carefully designed building with a special purpose. It is conceived to serve
as the ideal prison or inspection house, constructed to allow the most effective
surveillance. The inspection house should be a circular structure with multiple
floors. The circumference of the building should be divided into cells in which
prisoners are detained. Each cell occupies a slice or portion of the circumference,
and by partitioning the cells along the radius from the circumference toward the
center, the cells are divided so that prisoners are not able to see one another. The
center of the building is the inspector’s lodge, in which the inspector is placed
and from which the prisoners are observed. Along the inner circumference of the
cell is an iron grating, so that each prisoner can be seen clearly from the center.
The lodge is designed in such a way that prisoners are not able to look into it,
while the inspector can see any prisoner, at any time, conveniently [159].

The whole idea behind the construction is to provide maximum surveillance by
the fewest number of inspectors with the least effort. Since prisoners are not able
to see one another or the inspector, they are not in a position to know whether
they are being watched or not. The threat of being monitored all the time puts
the prisoners under constant pressure, which is precisely the crux of the whole
construction. “The essence of it [panopticon] consists,” as Bentham emphasizes,
“in the centrality of the inspector’s situation, combined with the well-known and
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most effectual contrivances for seeing without being seen”[160]. The inspector
does not have to monitor the prisoners constantly, but the effect of surveillance
is virtual and thus permanent. Being watched by an inspector that the prisoners
cannot see and prisoners’ not knowing whether they are being watched is like
being watched by a divine or supernatural being. Compared to ordinary prisons,
the fundamental advantages of such a construction are, in Bentham’s words, “the
apparent omni-presence of the inspector. . . combined with the extreme facility of
his real presence” [161].

There have been a number of prisons and institutions in different parts of the
world that have incorporated Bentham’s idea, including the buildings of the now-
closed Presidio Modelo in Cuba, which were constructed from 1926 to 1928. Even
though Bentham’s panopticon is designed primarily for the function of a prison,
he was aware of the general applicability of it. As the title of Bentham’s Letters
conveys, panopticon is an inspection house “containing the idea of a principle
of construction applicable to any sort of establishment, in which persons of any
description are to be kept under inspection”[162]. More concretely:
To say all in one word, it will be found applicable, I think, without exception, to all
establishments whatsoever, in which, within a space not too large to be covered
or commanded by buildings, a number of persons are meant to be kept under
inspection. No matter how different, or even opposite the purpose: whether it
be that of punishing the incorrigible, guarding the insane, reforming the vicious,
confining the suspected, employing the idle, maintaining the helpless, curing the
sick, instructing the willing in any branch of industry, or training the rising race
in the path of education: in a word, whether it be applied to the purposes of
perpetual prisons in the room of death, or prisons for confinement before trial, or
penitentiary-houses, or houses of correction, or work-houses, or manufactories, or
mad-houses, or hospitals, or schools [163].
Bentham’s panopticon represents “a new mode of obtaining power of mind over
mind, in a quantity hitherto without example”[164]. It aims at filling a vacuum
left behind after the traditional belief in divine authority or governance had been
abandoned. The inspector’s lodge occupies the symbolic role of divine gover-
nance. Regardless of whether there is an inspector inside or not, the effect of
surveillance remains the same. The removal of the divine authority in the En-
lightenment did not straightforwardly lead to the flourishing of individual liberty
in the post-Enlightenment modern world. Instead, a construction is made to put
every individual once again under control. The construction of panopticon does
not merely function as a prison, but rather symbolizes the structure of modern
society as such.

Although Bentham was aware of the powerful idea behind the construction
principle of panopticon, it was Michel Foucault who generalized it as a symbolic
architectural model of what he calls the disciplinary society. In his 1975 book
Discipline and Punish: The Birth of the Prison, Foucault picks up Bentham’s idea
of panopticon and gives it a sociological-philosophical analysis. Just like panopti-
con is a new form of prison or inspection house, disciplinary society represents a
new form of social order or structure. Whereas traditionally the prison is pictured
as a dark room in which prisoners are locked or even chained, a panopticon, by
contrast, is a transparent building. However, the transparency of the building
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construction is accompanied by the invisibility of the inspector, which, paradox-
ically, creates a permanently visible pressure of surveillance. The existence or
nonexistence of the inspector becomes completely irrelevant, because it does not
affect the effect of surveillance. This represents a novel method of exercising
power and control over people. As Foucault puts it:
A real subjection is born mechanically from a fictitious relation. So it is not
necessary to use force to constrain the convict to good behaviour, the madman
to calm, the worker to work, the schoolboy to application, the patient to the
observation of the regulations. Bentham was surprised that panoptic institutions
could be so light: there were no more bars, no more chains, no more heavy locks;
all that was needed was that the separations should be clear and the openings
well arranged [165].
In a sense, it no longer matters who exercises power. Panopticon becomes a
system that “automatizes and disindividualizes power” [165]. This automatized
and disindividualized power mechanism runs under its own logic automatically,
spreading across different areas and domains of modern society on its own. Per-
fectly in line with the principle of utilitarianism, panopticon is a mechanism to
maximize utility with minimal input by fitting every individual into a disciplinary
system. The panopticon symbolizes the transparent and visible control by the
invisible of every individual in every domain of modern life. If Enlightenment
represents the rational pursuit of individuality through the liberation from any
supernatural authority, panopticism is the rationalized and automatized mecha-
nism to merge individual liberty into a disciplinary system without any author-
itative figure. As Foucault succinctly summarizes, “panopticism constituted the
technique, universally widespread, of coercion.. . . The ‘Enlightenment,’ which
discovered the liberties, also invented the disciplines” [166].

5.3 Information Technology and the Threat to In-
dividuality

The panopticon can be understood sociophilosophically as the idea and technique
of universal surveillance and control, which, through the massive advancement
in information technology and artificial intelligence since the second half of the
twentieth century, have become realizable to an extent that would have sur-
passed the imaginations of Bentham and Foucault. Since the invention of elec-
tronic computers in the 1940s, the technology has had a transformative effect on
modern society. The widespread usage of the Internet since the 1990s and the
introduction of smartphones in the 2000s have further transformed many as-
pects of our everyday life profoundly. While the physical panopticon proposed by
Bentham aims at watching every outward behavior of a prisoner, the information
technology available nowadays makes it possible not only to monitor everything
one does, but also to look deep inside one’s mind, putting everyone under uni-
versal surveillance by a huge information panopticon.

The term “information panopticon” was coined by Shoshana Zuboff in her
1988 book In the Age of the Smart Machine: The Future of Work and Power:
Information systems that translate, record, and display human behavior can pro-
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vide the computer age version of universal transparency with a degree of illumina-
tion that would have exceeded even Bentham’s most outlandish fantasies. Such
systems can become information panopticons that, freed from the constraints
of space and time, do not depend upon the physical arrangement of buildings or
the laborious record keeping of industrial administration. They do not require the
mutual presence of objects of observation. They do not even require the presence
of an observer. Information systems can automatically and continuously record
almost anything their designers want to capture, regardless of the specific inten-
tions brought to the design process or the motives that guide data interpretation
and utilization [167].
Although Zuboff’s study focuses mainly on surveillance in the workplace, the
observations she makes can be applied more generally to the transformation into
an information society. Nowadays, we are living in a comprehensive information
panopticon, in which every footstep one takes, every contact one makes, every
website one visits, every item one buys, and everything one says online can be
continuously registered and analyzed [168]. With all the big data gathered and
the application of artificial intelligence, it is possible to infer the thoughts one
entertains, the feelings one has, and the wishes one makes [169]. The system
could one day understand people better than they understand themselves and
know what they want even before they do. The information panopticon makes a
person not just transparent on the outside, but transparent inside out.

The Big Brother envisioned by George Orwell in his 1984 is thus not merely
a fictional situation, but already very close to reality. Internet giants such as
Amazon, Apple, Facebook, Google, and Microsoft have been storing enormous
amount of information about every client [170]. It is not just that Amazon has
records of everything one has bought and every product one has searched for on
its website; companies such as this collect far more information from their clients
than those people know [171]. For example, with the “Location History” activated
in an Android device, Google can trace and record every place one visits [172].
Facebook users know that Facebook stores every status one has posted and every
comment one has made, but Facebook has been collecting many other kinds of
information that users may not be aware of having granted them permission to
[173]. When one installs Facebook on a mobile device, one may have granted
the application access to his or her contacts, SMS data, and call history. With
these permissions, Facebook can store not only the full address book but also
the whole call history and SMS data on its servers [174]. Even if someone is
aware of the privacy issue and does not grant Facebook the permission to do so,
part of his or her call history and SMS data could still be stored on Facebook’s
servers, if friends with whom he or she has phone or SMS conservations have
granted Facebook the permission. We are not even in a position to know whether
our data are collected via our interactions with others. In the information age, no
one can sufficiently protect his or her data by individual effort, even if he or she
is fully conscious of the privacy issue and does everything possible to minimize
the risk. What individuals can do to protect their privacy is very limited [175].

Considering the vast amount of information about so many people that has
been stored, there is a very substantial risk of data misuse. As the recent scandal
involving Cambridge Analytica and Facebook have demonstrated, our private in-
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formation is far from being securely protected by companies [176]. The informa-
tion has been misused not only to achieve economic benefits for companies but
even to manipulate political elections, including the 2016 presidential election in
the United States. Thanks to the scandal brought to light by Edward Snowden,
we know that government agencies such as the National Security Agency have
been monitoring various communication channels of US citizens and practically
everyone else on the globe [177]. Not only do companies need our information
to enhance their business, but political agencies and authorities also have huge
interests in our information for their political goals, which, however, may be in
serious conflict with our own interests.

Internet giants such as Amazon, Apple, Facebook, Google, and Microsoft, and
government agencies such as the NSA, all collect a huge amount of information
based on their specific services and methods. The information from each of these
organizations already poses a substantial threat to our privacy and individuality,
but if all these Internet giants work together and share their data with a central-
ized government, then there will be a unified system in which every aspect of our
daily activities can be recorded, monitored, and manipulated. We have reasons to
fear that this nightmare scenario has already become a reality in the most pop-
ulated country in the world, the People’s Republic of China [178]. The Internet
in China can be considered a gigantic intranet heavily censored by Chinese au-
thorities. There is a Great Firewall of China that blocks or restricts access from
China to major international sites such as Google, Facebook, Twitter, Youtube,
and Wikipedia [179]. For each of these popular Internet services, there is a cor-
responding Chinese counterpart, including Baidu, QQ, Wechat, Weibo, Youku,
Todou, which provides a comparable, but censored, service to Chinese netizens.
The restriction of access to international Internet sites and services allows the
Chinese government not only to limit the inflow of politically sensitive informa-
tion to Chinese netizens, but also to comprehensively monitor and censor the
information being circulated within China.

Chinese Internet companies have effective procedures to take politically sen-
sitive information off-line, once they appear on Chinese Internet sites or social
media [180]. User accounts of those responsible will be temporarily or perma-
nently suspended depending on the severity of the offense [181]. It is widely
believed that Chinese Internet companies are required to make their data acces-
sible to Chinese authorities. If the international Internet giants such as Apple,
Facebook, and Google are to enter the Chinese market and provide services to
Chinese netizens, they will have to follow the rules set by the Communist gov-
ernment and make concessions in the protection of users’ data. According to the
Cybersecurity Law passed by the National People’s Congress in November 2016,
international network service providers are required to store specific data within
China and allow Chinese authorities to conduct spot-checks and access the data
for security investigation upon request [182]. All these conditions give rise to the
serious concern that all information in the Chinese Internet can be monitored
and censored by Chinese authorities, which may become a powerful tool for a
totalitarian regime to gain total control of its citizens and suppress individual
freedom.

The Chinese Internet is very likely the most gigantic information panopticon
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that has ever existed in the world. This information panopticon is supplemented
by other types of data that are being collected more comprehensively in China
than probably anywhere else in the world, including data from electronic pay-
ment methods [183] and from CCTV with facial recognition [184]. Although the
technologies of electronic payments and CCTV with facial recognition have been
available for a long time and implemented in many countries, there is nowhere in
the world in which the technology has been so widely used as in China. Electronic
payments and transactions through WeChat and Alipay make China almost a
cashless society, where nearly every purchase, from fast foods to automobiles,
and even money transfers among friends, can be made via mobile apps. This
certainly brings a lot of convenience to the society, making business much eas-
ier even in rural areas, but it also means that almost all monetary exchanges
between businesses and even among family members are on record, potentially
accessible by the government. The universal practice of cashless payment also
makes it harder for individuals to escape from data monitoring, as it becomes
increasingly difficult to survive and navigate through daily life without using a
smartphone and mobile payment. Even if one is aware of the threat and con-
sciously avoids using a smartphone in China, Chinese authorities can still keep
track of one’s activities by the comprehensive CCTV surveillance network con-
sisting of over one hundred million cameras integrated with an advanced facial
recognition system [185].

The Big Brother in China is watching everyone everywhere from every possible
perspective. The Chinese government is certainly aware of the enormous poten-
tial of the data gathered from different sources for more comprehensive control
of its citizens. Indeed, a Social Credit System has been designed to evaluate and
rate people’s creditability based on their behavior in various domains. Unlike the
credit system in Western countries such as the United States, which measures
the financial creditability of people based on their bank records and credit card
history and provides information for lenders to determines the credit risk and
the interest rate, the Social Credit System to be implemented in China is a much
more general one, going far beyond financial creditability to evaluate behaviors
in the social domain and political spheres [186]. One’s social credit can be re-
duced if one engages in regime-critical activities or posts inappropriate materials
on social media [187]. Under such a social credit system, everyone’s behavior is
not only being monitored, but also evaluated with the aim to punish and reduce
antisocial behaviors and politically sensitive actions. People with low social credit
may have difficulties not only in finding jobs or apartments, but also in buying
airline or train tickets [188]. The effect may even extend to their family members
and friends, such as making it more difficult for their children to enter a good
school or land a good job. People may thus be reluctant to cooperate or make
friends with those with low social credit in order not to have their own social
credit be affected.

With such a comprehensive information panopticon and social credit system,
every individual is thoroughly monitored and controlled. The comprehensiveness
of the data gathered allows a detailed profile to be made of every individual, which
makes it possible to analyze and predict the actions and thoughts of an individual
even prior to him or her being aware of it. Bentham’s idea of panopticon and
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Foucault’s concept of a disciplinary society have never been more thoroughly and
comprehensively realized than in such an information panopticon, which poses
an imminent threat to individuality under the ideology of digital authoritarianism.

5.4 Dataism and the Death of Individuality?

The information panopticon made possible by the collection of big data and the
analysis by artificial intelligence can realize a comprehensive system of surveil-
lance, posing a terrifying threat to individual freedom. However, there is a subtle
and potentially more profound change in the transformation from a physical to
an information panopticon. An observation made by Zuboff in her study of the
information panopticon in the workplace is particularly worthy of our attention:
Techniques of control and the panoptic power they convey offer one such alter-
native. Information systems can alter many of the classic contingencies of the
superior-subordinate relationship, providing certain information about subordi-
nates’ behavior while eliminating the necessity of face-to-face engagement. They
can transmit the presence of the omniscient observer and so induce compliance
without the messy conflict-prone exertions of reciprocal relations [189].
In a classic panopticon, although the observer is invisible, the physical construc-
tion reminds prisoners of the permanent observation, making the surveillance
constantly visible, particularly since every prisoner is isolated within a cell with-
out the possibility of interacting with others. In an information panopticon, by
contrast, no physical construction and restriction are necessary, and everyone
seems to be free to do whatever he or she wants and interact with others in what-
ever way he or she desires. “The information panopticon,” as Zuboff points out,
“creates the fantasy of a world that is not only transparent but also shorn of the
conflict associated with subjective opinion’ ’ [190].

The information panopticon differs from Bentham’s panopticon in that the
“prisoners” no longer regard themselves as prisoners. As Zuboff’s research sug-
gests, the subjects under surveillance in the information panopticon are willing
participants. The security and efficiency provided by the information panopti-
con become a motivation for people to accept or even actively seek surveillance.
Surveillance no longer takes place against anyone’s will, and thus coercion is not
necessary [191]. Participants can even view themselves not only as being under
surveillance but also, and at the same time, as the beneficiaries of surveillance.
Zuboff puts the new dynamic as follows:
This rendering of panoptic power reflects an important evolution of the original
concept. It rests on a new collectivism in which “the many” view themselves and
each views “the other.” Horizontal visibility is created even as vertical visibility is
intensified. The model is less one of Big Brother than of a workplace in which
each member is explicitly empowered as his or her fellow worker’s keeper. Instead
of a single omniscient overseer, this panopticon relies upon shared custodian-
ship of data that reflect mutually enacted behavior. This new collectivism is an
important antidote to the unilateral use of panoptic power, but it is not a trouble-
free ideal [192].

Although Zuboff studies mainly the dynamics in the workplace, her obser-
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vation of a new collectivism does point to a profound development that may
fundamentally transform the modern principle of individuality in a much larger
context.

The information panopticon in the age of artificial intelligence and dataism
can give everyone every freedom to do whatever he or she wants, but still manage
to monitor every possible behavior. The system can even know people deep inside
their minds better than they know themselves [193]. As a physical construction
is no longer necessary, there is nowhere people can go to avoid the universal
surveillance by information panopticon [194]. It is not just that the physical
prison is replaced by an information prison, but the feeling of being able to do
whatever one wants, unlike in a physical panopticon, creates an impression of
total liberty. When we surf the Internet, we know that we leave footprints every-
where, but we are not often consciously aware of it. Although we live in a gigantic
information panopticon, we could have the false impression of exercising our lib-
erty and individuality freely without any constraint. The most incredible power
of the information panopticon is that although it is in reality the most compre-
hensive and powerful form of surveillance, its invisibility creates the impression
of the absence of control and coercion.

As discussed in the previous section, the extensive and universal surveillance
created by the modern information panopticon may result in the most extreme
form of suppression of individual liberty, but it may also give rise to a more ex-
treme transformation in which individuality is not just suppressed but completely
dissolved. Suppressing someone implies restricting or inhibiting that person’s
will or action. However, there can be no suppression where there is no individual
will at all. The transformation wrought by an information panopticon could lead
to a radically new collectivism, in which individuals do not have any will of their
own. The negation of individuality by a comprehensive information panopticon
may not simply lead to an extreme form of authority or tyranny, but rather pro-
ceed to a new era, in which the modern principle of individuality ceases to exist.
The struggle between individuality and authority since the modern age may thus
reach a completely new level. After Nietzsche’s proclamation of the death of God
in the late nineteenth century, we may now be witnessing another turning point
of history with the end of individuality, which has been the distinctive character-
istic of modernity.

Drawing on Georg Wilhelm Friedrich Hegel’s philosophy of history, Francis
Fukuyama published in 1992 a book titled The End of History and the Last Man,
which is a development of his 1989 essay “The End of History?” Toward the end
of the twentieth century, Fukuyama reconsidered the progress of human history
after the collapse of the Soviet Union and the end of the Cold War, claiming that
“what we may be witnessing is not just the end of the Cold War, or the passing
of a particular period of post-war history, but the end of history as such: that
is, the end point of mankind’s ideological evolution and the universalization of
Western liberal democracy as the final form of human government’ ’[195]. What
Fukuyama means by “the end of history” is neither the apocalypse nor the end of
human civilization. He does not mean that nothing will happen anymore after-
ward, but that liberal democracy will remain the final form of government for all
nations and there will be no progression to any alternative system. By the end
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of the twentieth century, liberal democracy appeared to be on the road to ulti-
mate triumph, taking over the former Soviet Bloc and many other countries, but
when human civilization entered the twenty-first century, it was greeted with new
conflicts such as the September 11 attacks in 2001. The clash of civilizations,
as discussed by Samuel P. Huntington, results from a kind of conflict that lies
more deeply and causes more intractable problems than the ones that divided
the Eastern and Western Blocs in the Cold War [196]. The refugee crisis in the
last decade has led to the rise of right-wing populism in many democratic coun-
tries, which together with the Brexit referendum in the United Kingdom and the
election of Donald Trump as US president in 2016 has further fueled skepticism
about liberal democracy as a successful form of human government. However,
even before we witnessed these crises in the twenty-first century, Fukuyama’s
proclamation of the end of history had been widely rejected.

Yet, The End of History and the Last Man may indeed turn out to be true, but
in a completely different way than that envisioned by Fukuyama. Human history
may be heading to an end, though not by the triumph of library democracy,
but rather by the end of the Last Man with the dissolution of individuality. The
information panopticon analyzed here may lead to a final form of state consisting
of “individuals” without individuality. As Yuval Noah Harari warns us, “once
you have an external outlier that understands you better than you understand
yourself, liberal democracy as we have known it for the last century or so is
doomed” [197]. Harari further explains: “Liberal democracy trusts in the feelings
of human beings, and that worked as long as nobody could understand your
feelings better than yourself — or your mother.dots But if there is an algorithm
that understands you better than your mother and you don’t even understand
that this is happening, then liberal democracy will become an emotional puppet
show” [198]. In the age of dataism, the threat is not only the suppression of
individuals but the loss of individuality. “The individual,” as Harari predicts,
“will not be crushed by Big Brother; it will disintegrate from within” [199].

The advancement of artificial intelligence and information technology makes
the information panopticon so complete that every individual practically becomes
transparent, transparent to what Harari calls the Internet-of-All-Things, in which
all sorts of data can be collected and analyzed. In the all-encompassing system
of dataism, the boundaries between individuals become blurred, since everything
is connected and merged together in such a way that “the individual is becoming
a tiny chip inside a giant system that nobody really understands” [200]. In the
Internet-of-All-Things, the “will” of every individual is part of the system, seam-
lessly merged into the data that define the characteristics of an individual. Every
individual used to grow up through a struggle of determining his or her own
identity vis-‘a-vis others and the society, but in the age of dataism, this kind of
struggle between individuals could be smoothed out by the system even before
it emerges. Individuals are accommodated seamlessly into the system, without
having the chance to develop their individuality against the system. The “will”
of individuals would be shaped and molded by the system in such a way that
individuals could finally be absorbed into the system as is a cell or an atom in
the human body. In this sense, the all-encompassing data system neither sup-
presses nor controls any individual, but it dissolves individuals into a new col-
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lectivism that is made up not of individuals but of something more fundamental
than humans, that is, the data that define the nature of each human individual.
In this sense, Harari proclaims that “dataism is neither liberal nor humanist. It
should be emphasized, however, that Dataism isn’t anti-humanist. It has nothing
against human experiences. It just doesn’t think they are intrinsically valuable”
[201].

If modernity is the awareness of human beings of their individuality and En-
lightenment is the maturity of the individual human independent of any su-
pernatural authority, then the information panopticon as realized in the age
of dataism could merge individuality into a completely new form of collectivism
without individuality. In Harari’s words:
By equating the human experience with data patterns, Dataism undermines our
main source of authority and meaning, and heralds a tremendous religious rev-
olution, the like of which has not been seen since the eighteenth century. In
the days of Locke, Hume and Voltaire humanists argued that “God is a product
of the human imagination.” Dataism now gives humanists a taste of their own
medicine, and tells them: “Yes, God is a product of the human imagination, but
human imagination in turn is the product of biochemical algorithms.” In the
eighteenth century, humanism side-lined God by shifting from a deo-centric to
a homo-centric world view. In the twenty-first century, Dataism may sideline
humans by shifting from a homo-centric to a data-centric view [202].
The shift from a homocentric to a data-centric world-view may be in our future
[203]. As explained at the beginning of the paper, although it seems a truism that
every human being is an individual and a society is made up of individuals, the
idea of individuality is indeed a quite modern invention. If Luther’s Reformation
can be seen as giving birth to the modern principle of individuality, individualis-
tic humanism has a history of roughly five hundred years and has gone through
a number of different stages. However, half a millennium is a very brief period
of time in the scale of human history, let alone compared to the history of the
earth or the universe. If we are witnessing the start of a new era, in which
individualistic humanism is being transformed into a new form of collectivism
without individuality, the past five hundred years of modern history would still
be a particularly crucial era. It was an era of humanity, in which humans came
to realize and develop their individuality, before transforming to a new form of
collectivism. The dissolution or death of individuality does not simply make hu-
manism no longer individualistic, but will transform it more fundamentally into
what can be characterized as post- or transhumanism.
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Chapter 6

Towards a Certification Framework
for Trustworthy AI Systems:
Roland H.C. Yap

Artificial Intelligence (AI) has emerged recently as a promising technology for
solving a variety of complex problems which have, in the main, been the do-
main of human expertise. A prominent example is the game of Go where human
grandmasters were until recently considered at the pinnacle of the game and
grandmaster level out of reach of a computer Go. Yet the AlphaGo program won
convincingly against the world’s top players demonstrating the superiority of AI
techniques over humans in the game of Go [206, 224, 225]. In a similar fashion,
AI techniques have proved to be successful in a range of complex tasks such as
image and face recognition, speech recognition, autonomous driving, recommen-
dation systems, question answering, and medical diagnosis. The success of AI at
aforesaid tasks has led to the rapid adoption of such techniques.

Throughout the age of Information Technology (IT), it has been the case that
various tasks which used to be undertaken by humans have been gradually aug-
mented or replaced by technology. Some tasks have been fully replaced and in
others technology is used to assist humans in significant ways. In this chapter,
this white paper discusses whether the use of AI technologies is different from
other uses of IT in the past and also whether it should be treated differently.
The first question is whether the new uses of AI is merely another form of the
deployment of IT. We take the position that with AI, indeed, there are significant
differences which warrant more care in the usage of the technology. Concerns
raised by both non-experts (e.g. the public) but also by the Computer Science
(CS) and AI research community is indicative that there is an underlying basis
that the deployment of AI is “special” and different. For example, Kumar [220]
questions “irrational exuberance” in AI technology.

One important difference between the new AI technology and traditional IT is
that the key behind the recent successes of AI lies in the heavy use of machine
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learning techniques. Unlike symbolic AI techniques1 which are well understood,
there are many aspects of machine learning which are not sufficiently well under-
stood and are still very much in the realms of rapidly evolving research. Among
the current research challenges in machine learning, some of the most difficult
are: (i) how to show that the results are correct or accurate in general; (ii) how
to explain and reason about the results; and (iii) how to show that the results
are fair. While progress is being made on these questions, the fact that these
are open research problems means that the same questions and concerns which
researchers are trying to answer are likely to extend to the deployment of these
AI technologies. The question of how much trust should be placed in the use of
AI technologies is a crucial one. However, we are not yet able at this point give
definitive answers or solutions.

The objective of this white paper is not to present a solution to questions which
are ongoing open research questions. Rather, we want to address the question
of how to garner user trust in the deployment of AI technologies taking into
account the difficulty of such an endeavour. The underlying assumption is that
there is substantial benefit to the use of AI but there are also considerable risks.
Given the rapid adoption of AI systems by industry and the potential benefits
in terms of problems which can be solved, the growth and deployment of AI
systems may be inevitable. Still as the users of such systems are often the general
public, there should be an expectation of reasonable assurances and trust on
the system. Furthermore, such a direction may be timely as there are moves
in various countries looking at whether AI should be regulated. The European
Union has also recently announced announced steps for an ethical and legal
framework for AI [211].

Our approach is to consider this issue from the perspective of how a number of
existing problems which share several general features are dealt with. A high level
of trust and assurance is also needed in safety critical systems. We expect that
a safety critical system can be trusted to perform its safety functions. Similarly,
in a secure system, there should be some assurances on the security functions
of the system. It is not wise to trust a system blindly without some form of
assurances, especially when the result is needed for an important task. Consider
an AI system for task X, or simply, system X. Given the many open research
questions, it will not be possible or practical to have full-proof guarantees for
system X. This does not mean that we should give up. We propose a practical
approach which puts together some forms of limited assurances for system X.
The approach advocated in this white paper is akin to what is done for evaluating
security in computer security software and products under the Common Criteria
for Information Technology Security Evaluation, the Common Criteria in short
[205]. Let us consider a security product which makes certain claims about
security. We should not take those claims at face value. We should first evaluate
the product to see how much of those claims can be trusted.

In this white paper, we propose a framework for making AI systems more
trusted, we call this Trustworthy AI Systems with an analogous evaluation frame-
work. We focus on the machine learning features of an AI system where there

1Also called Good Old Fashioned AI (GOFAI).
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may not be sufficient basis for trusting the system. Trust includes whether hu-
mans place trust in a system, an inherently multi-faceted problem. On the one
hand, it is about human perception, but on the other, it is also about the under-
lying basis of an AI system i.e. the facts, technical issues and scientific working
of the system. Our framework seeks to provide support for trust i.e. how to
provide the foundation of trust in the various facets of an AI system. We use a
certification approach, which can include evaluation by trusted third party ex-
perts. In order to achieve greater buy-in for AI systems and AI technologies, we
propose a practical approach which addresses the many factors needed to obtain
trust from the broader community supported with backing from experts.

This white paper is organized as follows: we start with some background on
the elements of the problem in Section 6.1. Section 6.2 presents our framework
for trustworthy AI systems, while Section 6.3 offers simplifications. We also dis-
cuss relevant aspects not covered by our framework, focusing on basic issues in
Section 6.4. Finally, Section 6.5 concludes.

6.1 Background

We first survey some of the elements of AI systems which we will consider together
with the associated risks to help design a framework for increasing the level of
trust.

6.1.1 Elements of AI systems
An AI system may have many techniques and components. In this white paper,
we focus on the elements which are relevant for the machine learning portions
of the AI system. We ignore other elements which may still be needed as part
of the system, for example: databases, parallel and cloud computing, (symbolic)
reasoning, etc. The general elements of an AI system which we will be considering
are:

• Input Data:
Machine learning needs (possibly large) input data for training and test-
ing, The important question is what is the dataset used; and what are the
selected attributes or features of the dataset used.

• Algorithms & Implementation:
There are a variety of different machine learning techniques with respective
algorithms and specific implementations for them.

• Model Building & Evaluation:
There are many choices which go into the precise details of a machine learn-
ing model, e.g. the various hyper-parameters of the model. How the model
is trained and evaluated will affect the result from machine learning.

• Output & Usage:
The result of the machine learning will be a certain output. The output may
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be then be used for further purposes which is relevant to the ultimate use
cases of the AI system.

• Maintenance:
Software systems may need to be updated over time. Said update may cause
changes in other elements. The changes may be as simple as merely retrain-
ing the system on new dataset. As such, how the AI system is maintained
is as important as how it is developed.

As we can see, all the above elements interact with each other. In the following
sections, we will mainly discuss each element individually but we highlight that
an overall holistic look is also needed.

6.1.2 Factors which influence trust
In this section, we first look at some generic issues i.e. the factors which are
essential in order to develop a trustworthy AI system.

• Is there trust in the developers of the AI system?
Machine learning is, in itself, complex technology with many assumptions
and subtleties. The rise of many frameworks2 which make it easy to build
AI systems also increase the risk that the system developers may not fully
understand the risks inherent in the underlying technology. In this case,
trust is more about user and community perception. Therefore, credibility
and track record may be relevant and important factors.

• Is the AI system fair?
Fairness is a complex issue which might give rise to confusion. One aspect
of fairness is bias. From a technical perspective, there is the bias in the
machine learning algorithm. For example, one technical meaning of bias is

2Some well known frameworks are: TensorFlow, Keras, Torch/PyTorch, Caffe/Caffe2, Microsoft
CNTK.
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that a certain generalization might be chosen over another by the algorithm
[221]. Such kinds of biases are intrinsic and is needed for generalization to
work [221].

Fairness often is used not in the above technical sense but in how the public
understand it. User and community perception may be more important than
specific technical forms of bias and how they are addressed. We focus on
this kind of user perception of fairness when addressing trustworthiness.
Much of the proposed framework address fairness perceptions in the data
and evaluation.

• Are the results of the AI system understandable?
An AI system where the results are treated as output from a black box
system may be less trusted even if the results are good. This is simply
because, in general, it can be hard to trust the output of a black box. Some
form of explanations and interpretability of the results can help to increase
trust.

• Is the AI system secure?
Can the AI system be attacked or exploited by attackers?

• Transparency
How much transparency is there in the implementation and operation of the
AI system?

• Assurance & Accountability
What kind of assurances are there for the AI system? Assurances may also
be linked with accountability.

• Safety
In a context where there are safety issues, how safe is the AI system?

• Ethics
Are there ethical issues relevant to the AI system?

• Privacy
Is data which is private to users released or inferred by the output or use
of the AI system? Can users or personal data be identified? What privacy
features is provided by the AI system?

We summarize the elements of the AI system and trust factors in Figure 6.1.
The details are discussed in Section 6.2.

Threat Models for Machine Learning

An important consideration to take into account in developing an AI system are
threats to the machine learning techniques. We distinguish machine learning
threats from general software security issues, which also need to be addressed
but we assume that is handled separately, e.g. through a security certification
process. A special problem is that machine learning techniques are themselves



76 R. Yap

susceptible to attacks on the learning process or algorithm. This is called ad-
versarial machine learning [216, 209]. Many machine learning techniques are
susceptible to attacks through adversarial examples. Adversarial examples may
cause the machine learning system to misclassify in an unexpected fashion, i.e.
a human would be surprised by the outcome as adversarial examples tend to be
indistinguishable from “good examples” to a human. A well known example is by
adding small imperceptible perturbations to an image of a panda, it is classified
as a gibbon with high confidence [214]. To a human, the perturbed image still re-
sembles a panda. Adversarial examples have also shown to be feasible by adding
perturbations to real world physical objects [212]. The possibility of adversarial
machine learning and adversarial attack examples can be a significant threat to
the security of an AI system not only because the attacker can cause the machine
learning system to misclassify but also because the result is glaringly incorrect
to humans.

We propose that a trustworthy AI system needs a practical way of increasing
trust in the general issues discussed above, i.e. developer trust, transparency.
fairness, etc. It should demonstrate that adversarial machine learning has been
considered and taken into account. While various defences and detection meth-
ods have been proposed, they are limited and can be defeated [207], Still an eval-
uation can indicate problems with the AI system and selected use of defences can
present some barriers to attackers. Our framework takes these considerations
into account.

6.2 Developing a Trustworthy AI Certification Frame-
work

We now propose the elements of a certification framework which can be useful
to increase the trust and assurances of an AI system. The intent in this white
paper is not to define a specific standard but propose the basic features of a
possible framework. We aim for a framework which is practical to implement for
real-world AI systems within a reasonable amount of effort.

6.2.1 Considerations for Trustworthy AI
Before proposing the framework, we first discuss some considerations which im-
pact on a practical certification framework. We have seen above there are many
unresolved research questions such as correctness of the system, explainability
of the results and whether it is fair. This means that we have to be more con-
servative in what a framework is able to achieve. The framework has to take into
account what is feasible. It should also take into account the challenges faced
and recognize that more limited attempts to address the challenges can be use-
ful. Our approach is mainly based on disclosure by the AI system developers and
certification of the disclosures by expert third parties.

Our framework is “process-based”. By this we mean that the developers of the
AI system have a systematic way of meeting the requirements of the framework
by taking concrete and specific steps detailed below. An important aspect is that
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we recognize that the different levels of effort to make the AI system trustworthy
can be attempted, i.e. a different level of disclosure for the different certification
elements discussed below. By having a form of “best effort” based process which
can be at a specific effort level, this allows a basic certification at a certain level
of effort which can then be improved over time.

For practical reasons, we do not require any formal analysis or formal verifica-
tion of the AI system which may be too challenging to achieve for the developers.3
We allow for such an effort which increases the certification to a higher level.

6.2.2 A Certification Framework for Trustworthy AI
Our proposed framework is inspired by the Common Criteria [205] which is used
for certification of computer security. The Common Criteria is a well defined pro-
cess and international standard (ISO/IEC 15408) for evaluation of the functional
and assurance requirements of security products. CC is quite complex and has
its own limitations [215], In this white paper, we do not intend to replicate CC in
details but rather incorporate some of the spirit. CC has been criticized for not
having a clear cost-benefit ratio [215]:

How has this CC-evaluated product improved my IT system’s security?

The intent here is to propose the beginnings of a process-based methodology
which can be put into practice and can help address the kinds of trust issues
discussed in Section 6.1.2.

We first propose a basic certification process. We breakdown the certification
process into the certification of the individual elements of the AI system (see
Section 6.1.1) which we call certification elements. Essentially the certification is
about getting a certain level of disclosure or assurance into a particular aspect of
the system. Second, we address who does the certification.

An overview of the primary elements in the framework consisting of the design
and implementation elements (Data, Model, Algorithm, Output) with the desired
trust elements (Understandable, Correct, Safe, Secure, Private, Fair, Assurances)
is given in Figure 6.1. For each of the following elements of the AI system, we pro-
pose that information can be disclosed or assurances can be given at a different
level of effort and detail.

A. Input Data

To have trust in the data used by the AI system, information is needed about
different aspects of the data:

Provenance of the data: Full provenance details the source of the data and how it
is obtained. Partial provenance can take various forms. Different portions of
the data may have provenance disclosed at different levels, e.g. there could
be a public portion which is fully disclosed and a private portion which is
not. Or there may not be any provenance disclosure.

3We remark that in the Common Criteria, an evaluation assurance level of 7 is tantamount to
formal verification. However, in practice, usually the level is below 7.
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Attributes/features of the data: Full disclosure gives all the attributes or features
of the dataset. In partial disclosure, only some of the attributes would be
given. An indication of how much is not disclosed can be provided, e.g.
as a percentage, categories of attributes, etc. Again, there may not be any
attribute disclosure.

Values of the dataset: The full dataset may be made available or only a subset of
the data may be available. An indication of how this subset is extracted can
be part of the disclosure. If the full dataset is not available, insights into the
data can be given by aggregate properties of the data such as data distribu-
tions and summary statistics. There may not be any dataset disclosure.

Data pre-processing: In some cases, the actual dataset may contain errors of var-
ious kinds. The dataset may have been pre-processed or cleaned in various
ways. The processes to manipulate and modify the dataset should be dis-
closed, either fully or partially. The data cleaning part of the certification
may not be needed if it is not relevant or there might not be any disclosure.

Any information which is not disclosed sure be highlighted by the evaluation
process by the certification party.

B. Algorithms & Implementation

In order to understand the results of the machine learning aspects of an AI sys-
tem, it is useful to know what underlying techniques and algorithms are used as
different techniques can have different advantages and disadvantages or proper-
ties. Disclosure of the techniques used and algorithms can be independent of the
source code. For full disclosure of techniques, it should be at the level of detail
which a machine learning expert would understand as being appropriate. In ad-
dition, there can be a more high-level explanation for non-experts to follow which
could be considered an executive summary of the more technical disclosure.

It may be tempting to say that the source code of the AI system should be
given. However analysis of the source code may be challenging. So it may be more
practical to focus on techniques and algorithms which give additional information
going beyond the code itself. The core machine learning code may be simply the
use of an existing framework. In this case, the specific framework used should
be disclosed. Disclosure of portions of the source code, not necessarily the entire
code may be useful if a higher degree of assurance is to be given for one of
the certification elements. Similarly the certification party (Section 6.2.3) may
analyse portions of the code in greater depth in order to certify that a certain
data preprocessing algorithm has been used.

C. Model Building & Evaluation

The details of the machine learning model is what achieves a certain machine
learning result. It may be less likely to have this disclosed unless the AI system
is fully open. Partial disclosure may not be very meaningful and hard to evaluate
the usefulness of such information. Likely the disclosure level for the model
details is either full or none.
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The process of evaluating the machine learning model can give insights into
the quality of the results. In our framework, it also includes the training of
the machine learning model. The details of training when supervised methods
are used, how the bias-variance tradeoff and over-fitting are handled, etc., are
important aspects of the evaluation of the machine learning component of the
AI system. The disclosure level can be full, partial or none. Partial disclosure
should be designed to be meaningful to a machine learning expert.

D. Correctness

It is difficult to certify the functional correctness of software. While formal ver-
ification can be used to prove functional correctness, in general, this is seldom
done for software given the technical challenges for doing so. In the AI System
setting, the machine learning part may be treated as a black box technique which
is applied to a dataset. This makes formal verification difficult since there may
not be a clear formal specification for the problem.

A machine learning model allows another dimension for verification, namely,
to verify at the level of the model rather than at the level of the code of the
AI system. While this may not yet be feasible for certification of real world AI
systems, some recent works shows a promising direction using SMT and SAT
solvers [217, 218, 208, 222].

Testing is often used as a proxy when formal verification is not practical. Dis-
closure for testing can be simply input-output results from the AI system. This
is likely to be incomplete and furthermore ground truth may only be available
for a limited set of input-output pairs. As such, whether the disclosed testing
subset is representative of the space of expected inputs and also representative
the dataset should be justified. If ground truth labels are not known for some of
the disclosed test cases, this should be reported. We highlight that disclosure for
correctness can also be related to that for fairness (Section 6.2.2) and security
(Section 6.2.2).

E. Output

We assume that the AI system will have a certain result output which may also
be expected to meet safety and fairness criteria. In order to have more trust in
the results of the AI system, certification should assist to address the following
issues:

Interpretation of Output: The AI system should define how the output, i.e. the
results from the system, should be interpreted. One drawback of machine
learning is that in many cases, it is used as a black box.4 Explaining ma-
chine learning is still the subject of research but there are techniques which
can give some forms of explanation. For example, Local Interpretable Model-
Agnostic Explanations (LIME) [223] can give a simple local linear model for
any classifier. There are also other approaches to explanations [204, 219].

4Some techniques like decision trees inherently come with a direct explanation.
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If the AI system provides some form of explanation, the explanation mecha-
nism should be disclosed. Considerations of correctness, fairness and safety
should be given where inputs and outputs are disclosed.

Usage of the Output: In scenarios where the user is not directly using the AI sys-
tem, the output is used for a certain purpose using data relevant to the
user. For example, the output of a loan review AI system may be to recom-
mend a bank to approve a loan application from a certain person (the user)
or to reject it.5 The nature of the use of the AI system together with any
consequences and effects should be disclosed.

F. Fairness

An AI system which is perceived to be fairer may also be perceived as being more
trustworthy. As mentioned in Section 6.1.2, this form of fairness is one of per-
ception by the user base or community or public whose data are processed by
the AI system. In our framework, we suggest that addressing normative fairness
issues may be prioritized [226] over technical definitions of fairness. One rea-
son is that there are numerous definitions of fairness without a consensus on
which ones should be used. Various measures of fairness can have incompatible
assumptions [213].

From a certification perspective, the following aspects of fairness may be dis-
closed:

• The fairness objectives in the context of the problem which the AI system is
solving. If there is any fairness disclosure, then the objective should always
be given. When relevant, ethical, community and societal issues should be
considered in the context of the use of the AI system.

• How the fairness objective is achieved should be disclosed. This can involve
other parts of the certification such as evaluation of the AI system, cor-
rectness, usage of the output, and safety of the output. It is possible that
certification for this part can be through a formal analysis giving properties
of the input-output of the AI system with respect to the fairness objectives.
Test cases can be given to show how the fairness objectives are met in the
AI system by giving representative input-output results.

Fairness is a complex issue with both ethical, societal and technical dimensions.
There may not be a simple or single gold standard to follow. As such the level of
disclosure can be evaluated as being reasonable from the perspective of experts
who have familiarity with the context of the ethical and societal issues relevant
to the AI system. In addition, there should be an attempt to show that there are
no obvious weaknesses with respect to the fairness objective in how the machine
learning component has been developed. The idea is analogous to certifying se-
curity. It is difficult to show a system is secure. A similar problem arises with
fairness. We propose that a more limited assurance can be given by showing that
it is not obviously unfair.

5The target user could be the general public in the loan scenario.
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G. Safety

The AI system may be in use-cases where safety is an important consideration,
for example, self-driving vehicle system. In such a case, there is also likely to
be safety regulations or other relevant regulations which need to be taken into
account.

Assuming safety considerations are relevant for the AI system, we propose
first that the AI system should detail the following:

• The safety risks and relevant issues which are relevant to safety should be
enumerated.

• The relevant regulations (if any) and how they relate to the safety risks
should similarly be listed.

This can be considered to be a form of a safety policy specification for the AI
system. Secondly, how the AI system meets the safety policy should be declared
and evaluated. Since we do not require formal verification, showing that the
safety policy is met may be in a more limited fashion through testing and also
some forms of analysis6 of the safety mechanism used. In addition, how the
relevant regulations described in the safety policy are followed should be spelt
out. This will also help with the assurance aspect of the framework.

H. Security

Security is separated into two kinds of security, general system security and se-
curity dealing with adversarial machine learning. Certification for general system
security can be dealt with by existing methodologies. In particular, the Common
Criteria [205] is also a certification framework applicable to certify the security of
software systems. Common Criteria provides a qualitative measure, Evaluation
Assurance Level (EAL), of the confidence of the security measures of the system
which can be factored into the certification assurance element. Higher EAL levels
such as between 5 to 7 is indicative7 of a more serious effort in engineering of
security into the AI system.

Dealing with adversarial machine learning as discussed in Section 6.1.2 is
more difficult as existing security solutions may not be sufficient to address the
threats targeting the machine learning portion of the AI system. Nevertheless,
the AI system should at least address security threat to the machine learning
component. The lowest level would be an acknowledgment of the threat and a
quantification of the implications of a successful attack on the machine learning
part of the AI system and this can be orthogonal of any other security vulnerabil-
ity or exploit. It will be useful to be able to be able characterize whether the scope
of an attack can be limited. For example, misclassification could be shown to be
limited to certain categories or sub-categories. Note that the correctness certifi-
cation element can also work together with the security element. A higher level
will be to have specific defence mechanisms in place which may be together with

6The analysis can be formal even if formal verification is not applied to the partial or entire AI
system.

7Essentially a more stringent and rigorous development process.
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monitoring and improvement of defence mechanisms over time. Although secu-
rity by obscurity is generally not a good design principle, by having less specifics
relevant to security of the AI system known may raise the bar on attacks. What
can be done for the certification process is that the certification party gets more
details with access to testing of the AI system so as to be able to give an expert
evaluation of the security.

I. Privacy

The trust issues here are to do with data privacy of the AI system rather than
general issues of data privacy. Privacy in general is a complex issue and the
technical ramifications may often be not fully understood. An initial simple ap-
proach is that the AI system should explain what is being done to deal with data
protection and privacy. Some important questions are whether personal data
can escape the system, leak or discovered by making some form of an inference
attack. The certification process can test and evaluate such claims.

It is important to distinguish between the data itself and personal identifica-
tion. The general public may conflate between the two kinds of private infor-
mation. Inference attacks or queries/usage of the AI system can lead to either
knowing something about the data or in the worst case one can use it to iden-
tify someone with higher probability. Differential privacy [210] has been used
successfully to show probabilistic privacy guarantees. Where an AI system uses
techniques which can give privacy guarantees, this can be mentioned but it is
important that the assumptions behind the guarantees are also identified and
listed.

Increasingly, laws are being enacted to protect the personal data of the general
public. Since such laws vary from jurisdiction to jurisdiction, the AI system
should also address how it complies with the relevant data protection regulations.
At the very least, it should do so in the main countries/jurisdictions where the
AI system is used.

J. Assurance

Assurance has multiple factors. Most of the other certification elements can
pertain to assurance, e.g. fairness and security elements. To have trust on
the AI system which goes beyond generic considerations, there should be an
assurance policy targeting assurance guarantees in a way which is specific to
the operation and use of the AI system. The details of this policy should be
given and can be thought of as a more specific form of the “terms of service”
common in software or software services. The difference is that it is meant to
be specific and specify guarantees or principles which the AI system will apply
to the various certification elements of our framework. Where feasible this more
detailed assurance policy can tie up with current and future regulations and
laws. We propose accountability by tying the declared assurance policy with the
detailed evaluation by a certification party and relevant legal requirements. By
doing so, accountability can be achieved through legal measures. Even without
specific laws, there can be consequences to breaking the policy. For example,
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there may be a drop of trust in the particular company using the system which
would adversely affect their business.

6.2.3 Certification Party
We envisage two forms for the implementation of the certification process. The
simplest is simply self certification. The developers/organization behind the AI
system make available all the chosen details for each of the certification elements
in the framework. This may be made public or to the relevant parties which
are the users or targets of the AI system. Self certification would be the simplest
way but it implicitly requires placing greater trust in the developers/organization.
Note that we distinguish between trust in the developers versus the particular AI
system in question. We remark that self certification is not inherently bad but
the amount of trust is limited. If the AI system is a non-commercial open source
service, then this may be the main option.

The other way is for a third party, which we call the certification party to be
the expert which will do the certification process in Section 6.2. Naturally, the
certification party will need to be familiar with the technical aspects common
to AI systems, including the system being certified, and also security aspects.
Our proposed certification party is analogous to the testing organization which
performs the evaluation in the Common Criteria. However, there is a difference.
In the Common Criteria, the testing organizations are regulated and licensed by a
national approval authority. Our framework is only a proposal is not yet at such
a level of regulation and detail. We envisage that the certification party should
have detailed access to the AI system and disclosed material. This level of access
can be beyond what is disclosed to the public or target users. The precise scope
of the certification work done by the certification party will need to be negotiated
between the AI system organization and the certification party. This scope should
be disclosed as part of the certification.

The certification party should present an evaluation on the various evidences
available to them for the individual certification elements. They may be able to
also test the AI system beyond what the user of the system can access. The eval-
uation should also consider not only the individual elements but the AI system
as a whole. As this is only an initial proposal, we feel that a fine grained step-
by-step process is not necessary. Essentially the certification party would use a
best effort process based on what information and access is available to them.

The certification can also combine both options described above. The self cer-
tification would be accessible to users and the users can use the information
contained there, which can still be quite detailed, to form their own opinion.
In addition, the certification party can provide a more detailed evaluation with
additional access and also provide an expert opinion. Ideally, both forms of cer-
tification should be done.

6.2.4 Maintenance
Most software systems are subject to change over time. AI systems we considered
are no different. In addition, the data used by the system will likely increase
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and change over time. As such the certification process should be carried out
regularly, i.e. using a certification party may be on an annual basis. However,
self certification, or portions of it, can be performed more regularly. This may
be the case for the data portion of the framework, e.g. self-certification could
be done every few months if there are rapid changes. Thus, each certification
element may be updated with a different frequency.

When there is major change to the AI system, the evaluation by a certification
party may no longer be valid with respect to the change. As such, it is important
that the change should be disclosed. Obviously a new evaluation with a certifi-
cation party may take some time, so in the meantime, a self certification can be
a stop-gap measure. At the minimum, there should be notification of a change.
For example, if there is a significant change in the nature of the data used, it
will affect the certification elements dealing with input data and also the model
evaluation.

6.3 Simplifications

While we have proposed many certification elements, as this is not a standard,
there is no specific requirement for a specific set of elements. At this stage, it
may be better to see how certification efforts evolve rather than mandate require-
ments. That said, certification of the basics of the system (Data, Algorithm, Model
and Output) is desirable. Some elements may be less important depending on the
use-case. For example, if the data is public, then this element may only need to
be minimally handled. Similarly if the system is open-source, then we may only
need to document the Algorithm element instead of analyzing it.

6.4 Discussion

The certification framework focuses on the certification elements of the AI system
which relate to the data, development processes and implementation. However,
there are other related factors which are still important but which are more diffi-
cult to deal with which are outside the framework. We now discuss some of these
factors.

Trust is based on human perception. The certification proposed here does not
deal with human factors which do not directly affect the AI system, nor does it
deal with psychological factors. This is an inherent limitation of this framework.

Ethics is an important issue. The European Union has called for the develop-
ment of AI ethics guidelines [211]. What is more complex will be how to evaluate
ethics with respect to actual code and algorithms. Legal, political and economic
factors are also another aspect of the problem but is largely beyond the scope of
this white paper. Specific national laws can impact and be integrated into the
relevant certification elements and be applied in the relevant country. This can
introduce some complexity as the deployment of an AI system could be world-
wide. It might be the case that essential principles common to various laws can
be developed and applied in general to avoid having to deal with laws on a coun-
try by country basis. However, from an operational perspective, this may need
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to be handled in the policies of the AI system anyway, which may simplify how
certification handles the legal requirements.

6.5 Conclusion

We have proposed a framework to give greater trust and assurances for the de-
ployment of AI systems. In order to be practical, such a framework is designed
to be realistic so that it does not have to directly deal with issues which are
still open research problems. To make the framework implementable, we have
broken down the certification process into many small concrete parts which we
have identified to be important. The disclosure or certification of various parts
within each certification element range can start off being easy to progressively
harder. The certification process is designed in such a way that the AI system
being certified can choose the degree of effort taken in different parts of the sys-
tem. By combining the various individual components of the certifications and
assurances - each of which may be limited - we obtain an overall certification
which may have greater value than the individual components. We also have a
path for increased assurance and trust by putting more effort over time.

We believe we have the beginnings of a practical certification framework for
evaluating the trustworthiness of AI systems. This framework can be filled out
in more details but from a practical deployment perspective, it may be sufficient
to have covered the certification elements in sufficient depth, rather than to put
together a detailed fine-grained framework. The reason being that we may need
more experience with certification of a variety of AI systems. And it is intended
that the process should evolve over time. The basic framework may already of-
fer a fair amount of disclosure and assurances which can give a reasonable idea
of the strengths and weaknesses of the AI system with respect to factors which
would influence both public/user trust on the AI system. Finally, the frame-
work is only an initial step towards increased assurance and trust for AI systems
with a view that this or other frameworks like it will evolve over time. One trust
element which was not specifically listed is ethics, it was mentioned in the fair-
ness element but is not on it’s own. This is because it was unclear if it would
be feasible to evaluate and certify. Ethics and other elements may be added to
the framework as we understand the underlying issues and the consequences of
deep and widespread use of AI systems better.
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