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Abstract

Wild res are increasingly common and responsible for widespread property
damage and loss of life. Rapid and accurate identi cation of damage to build-
ings and other infrastructure can heavily a ect the e cacy of disaster response
during and after a wild re. We have developed a dataset and a convolutional
neural network-based object detection model for rapid identi cation of collapsed
buildings from aerial imagery. We show that a baseline model built with crowd-
sourced data can achieve better-than-chance mean average precision of 0.642,
which can be further improved to 0.733 by constructing a new, more robust loss
function.



1 Introduction

Remote sensing is an important and widely used tool for disaster response in ur-
ban areas. There have been many studies to automate the assessment of natural
disasters such as earthquakes [5], oods and wild res using machine learning
and computer vision techniques. Automatic assessment of building damage fol-
lowing natural disasters has been attempted across a variety of platforms from
UAV to satellite, and with di erent modalities such as optical and SAR imagery.
This can supplement traditional techniques such as ground-based eld surveys
which can be slow and dangerous for personnel, and provide a rapid response
that is an essential part of disaster management.

Wild res (termed bush res in Australia) can cause large loss of human life
and substantial property damage. The worst natural disaster in recent Aus-
tralian history was the Black Saturday wild res in the state of Victoria in 2009
which destroyed over 3500 homes and killed 173 people with an estimated cost
of 3.3 billion USD, with more recent events being the 2017 Northern Califor-
nian wild res and the 2018 wild res in Attica in Greece. The likelihood of
an increasing number of wild res and severity is high due to expansion of the
wildland-urban interface [9] and the potential for climate change to prolong the
wild re season.

Building collapse is a severe form of structural damage with no common scale
for assessment. Vertical imagery from aerial and satellite platforms can prove
useful, especially for wild res in urban areas that often incinerate residential
buildings. Remote sensing imagery can detect roof damage, burn mark outline,
a debris curtain and sometimes severe facade destruction.

The leading methods for object detection are based on convolutional neural
networks (CNNSs). In this paper we outline an approach that allows quick train-
ing of CNNs to detect and approximately localise collapsed and infact buildings
in urban areas. We use crowd-sourcing to annotate a large humber of images
quickly, transfer learning from standard CNN architectures, and substitution
of the standard CNN loss function with a more robust alternative that allows
e ective use of noisy, crowd-sourced data. This has the potential for deploy-
ment in near real-time and to allow improvement of rst response times, thereby
improving outcomes for disaster relief.

We rst review the state-of-art and discuss contributions in subsections 1A
and B. In section Il, we provide an in-depth description of the Single Shot
Multibox Detector (SSD) model for object detection along with a precise de-
scription of the changes to make it more robust to label noise. The experimental
methodology is in section 111, results and discussion in section 1V and concluding
remarks in section V .

1.1 Related Work

Application of CNNs is an active area of research in both computer vision and
remote sensing [18]. Object detection has been used in remote sensing for several
purposes including: counting wildlife on the African savannah [14], oil tanks
[17], and vehicles [16]. The domain di erences between remote sensing and
computer vision have led to the development of novel CNN-based techniques
such as rotation-invariant CNNs [3]. The work most closely related to ours
[12] performs object detection with crowd-sourced data for disaster response



applications, although they focus on animals rather than buildings. A review
of recent work on object detection in very high resolution optical imagery is
available [4].

Object detection is becoming increasingly common in remote sensing along-
side more traditional tasks such as scene or pixel-level classi cation [18]. Many
enumeration and tracking tasks do not require complete pixel-level classi cation,
and object detection models can be easier to develop because only localisation
information is required for training. Contemporary object detectors are almost
exclusively CNN based and typically come from two families: the rst are so-
called region proposal methods such as region-proposal CNN [6] and second are
the single shot object detectors. Prominent examples of the latter are SSD [11],
and RetinaNet [10]. In this paper we use the highly competitive SSD method.

Crowdsourced data often su ers from noise although this can be amelio-
rated through careful data collection [8]. Early work using crowd-sourcing for
object localisation includes the LabelMe semantic segmentation dataset which
proved essential prototyping the process of obtaining labels for the large ob-
ject detection datasets that underpin deep learning research, such as ImageNet
and MSCOCO. Research in remote sensing using voluntary workers such as in
disaster response particularly earthquakes [1], has been discussed [12].

1.2 Contributions

We show that annotations for disaster imagery can be quickly crowd-sourced in
a manner suitable for training a CNN-based object detector; an object detector
can be e ectively trained for detecting collapsed buildings using transfer learning
with a small amount of data; and the object detector loss function can be
modi ed for robustness, to take better advantage of crowdsourced annotations
and boost performance.

2 Methodology

The SSD detector is a fully convolutional network [11] consisting of a standard
image classi cation CNN used primarily as a feature extractor (usually VGG-
16 trained on ImageNet), then a succession of 7 new multiscale convolutional
layers which output a single tensor. The input image is split into parts and each
part allows multiple potential objects. The potential objects in each part are
called anchor boxes that are initialised with default values. The output tensor
(c+4)-k-m-n encodes possible locations of objects of each class, where c is the
number of classes, k the number of anchor boxes, and m and n the number of
horizontal and vertical partitions. Finally non-maxima suppression is applied
to the predictions. SSD is typically very fast [11].

There are several types of noise common in crowdsourcing, including prob-
lems with registration of the bounding box, omission of a bounding box, or an
incorrect label on the bounding box. There are two common strategies to deal
with these types of label noise: either design a more complicated model that
can account for the noise generating process, or design a more robust model.
There are several examples of both e.g. [15] and [13]. We focus on the latter
strategy of increasing model robustness.



Bounding box prediction is a structured prediction task. Given an object
category p, the jth predicted bounding box |;, and the ith ground truth bound-
ing box g, let x; be a 0 — 1 variable which indicates whether I; matches with
g;. The loss function for SSD is a weighted sum of two loss functions [11]:

Ltota,l(X; p, |, g) = % [(L(:(mf(X; p) + Lloc(X; |, g)] :

where Lo, s(X) is the con dence loss, L;,.(X) the localisation loss, N the number
of anchor boxes, and a tuneable parameter set to 1. The con dence loss
Lcons(X) is a softmax loss given by:

Leons(%i€) = = > xZlog(€) — > log(€?)

i2Pos i2Neg

where ¢ = softmax(c?) = "szi(":;) Pos is the set of matched boxes, Neg is the

unmatched ground-truth boxes and c? is the probability estimate of class p.
The localisation loss L;,.(X)) is the Huber or smoothed L; regression loss

over the residuals between the predicted bounding box | and the ground truth

bounding box g:

N
L(x;l;9) = Z x};smoothy, (I — g)

i2Pos

where

0:5%2 if x| <1

smoothy, (x) =
£ () {x|—0:5 otherwise:

The Huber loss is the L, loss for small values of x and smoothly transitions to
the L, loss when x > 1. This means that Huber loss is less sensitive to outliers
in the data.

We modify the standard SSD loss function to make it more robust to the
types of noise encountered in crowdsourcing, speci cally omission noise on labels
and measurement noise on the bounding box sizes. We change the regression
loss from the smoothed L1 loss to the Tukey biweight loss [2]. We replace
the function softmax with the \softmax with self-training" or \softmax with
bootstrapping™ [13], given by:

Lsoftconf = Z ( ij + (1 - )C;) |Og(C;))

i2Pos

where is yet another tuning parameter which we set to = 0:9. This term
replaces the term 3, . X7 log(cy) in the de nition of L., ;. This modi ed
loss function attempts to enforce consistency in predictions by evaluating sam-
ples as a convex combination of the predictions and the true labels. The model
is therefore penalised less by omitted labels in the ground-truth data.

We modify the localisation loss by replacing smoothy, with a loss function
even more robust to outliers, the Tukey biweight loss, given by

k?=6(1 — (1 — £)?)® when |x| <k
k2=6: otherwise.

Ltukey (X) = {






