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Abstract

In a recent paper, the first author considered orthonormal polynomials {pn}
associated with a symmetric measure with unbounded support, and with recur-
rence relation

xpn (x) = Anpn+1 (x) +An−1pn−1 (x) , n ≥ 0.

Under appropriate restrictions on {An}, the first author established the identity

lim
n→∞

∑n
k=0 p

2
k (x)∑n

k=0A
−1
k

= lim
n→∞

p2
2n (x) + p2

2n+1 (x)

A−1
2n +A−1

2n+1

,

uniformly for x in compact subsets of the real line. In this paper, we estab-
lish and evaluate this limit for a class of even exponential weights, and also
investigate analogues for weights on a finite interval, and for some non-even
weights.



1 Introduction

Let µ be a symmetric positive measure on the real line, with all finite power
moments. Then we may define orthonormal polynomials pn (x) = γnx

n + ...,
γn > 0, n ≥ 0, satisfying ∫

pnpmdµ = δmn.

Because of the symmetry, the three term recurrence relation takes a simple form:

xpn (x) = Anpn+1 (x) +An−1pn−1 (x) , n ≥ 1,

where
An =

γn
γn+1

, n ≥ 1.

The asymptotic behavior of pn as n→∞ has been intensively investigated for
over a century, and has a myriad of applications. In a recent paper [3], the first
author presented a novel approach, and placed the following hypotheses on the
recurrence coefficients:

(C1) limn→∞An =∞;
(C2) limn→∞ (An+1 −An) = 0;
(C3) There exist m0, n0 such that Am+n > An for all n ≥ n0 and m ≥ m0;
(C4)

∞∑
j=0

1

Aj
=∞;

(C5) There exists k > 1 such that

∞∑
j=0

1

Akj
<∞;

(C6)
∞∑
j=0

|Aj+1 −Aj |
A2
j

<∞;

(C7)
∞∑
j=0

|Aj+2 − 2Aj+1 +Aj |
Aj

<∞.

He proved [3]:

Theorem A
Under the hypotheses (C1) - (C7), the following limits exist, are finite and pos-
itive, and satisfy

lim
n→∞

∑n
k=0 p

2
k (x)∑n

k=0A
−1
k

= lim
n→∞

p2
2n (x) + p2

2n+1 (x)

A−1
2n +A−1

2n+1

, (1.1)

uniformly for x in compact subsets of the real line.
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It was shown in [3], that if 0 < p < 1, c > 0, and

An = c (n+ 1)
p
, n ≥ 0,

then (C1) - (C7) hold. This rate of growth of recurrence coefficients is typically

associated with an exponential weight such as exp
(
− |x|−1/p

)
, 0 < p < 1.

Indeed the asymptotics for recurrence coefficients given in [1, p. 50, Theorem
1.3] show that (C1) - (C7) are valid for these specific exponential weights.

In this paper, we shall evaluate the limit in (1.1), showing that it equals

(2πµ′ (x))
−1

, for a large class of exponential weights. We do this by using
asymptotics for orthonormal polynomials and Christoffel functions that were
established in [4].

This paper is organized as follows: in Section 2, we briefly discuss the case of
weights on [−1, 1]. This simple case illustrates some of the ideas of proof. Our
main results, for even exponential weights, are stated and proved in Section 3.
In Section 4, we discuss some limited extensions to non-even weights. In the
sequel C,C1, C2, ... denote positive constants independent of n, x, polynomials
of degree ≤ n, and possibly other parameters. We use ∼ in the following sense:
given sequences of non-zero real numbers {xn} and {yn}, we write xn ∼ yn if
there exists a constant C > 1 such that

C−1 ≤ xn/yn ≤ C for n ≥ 1.

Similar notation is used for functions and sequences of functions.

2 Weights on [−1, 1]

The result of this section is:

Theorem 2.1
Let µ be a positive measure supported on [−1, 1] that satisfies Szegő’s condition∫ 1

−1

logµ′ (x)√
1− x2

dx > −∞. (2.1)

Assume, that for some η ∈
(
0, 1

2

)
, µ is absolutely continuous in [−η, η], that µ′

is positive and continuous in [−η, η], and satisfies for some C > 0, ρ > 1
2 , and

x, y ∈ [−η, η] ,

|µ′ (x)− µ′ (y)| ≤ C |x− y|1/2 |log |x− y||−ρ . (2.2)

Let {xn} be a sequence of real numbers with limit 0 as n→∞. Then

lim
n→∞

∑n
k=0 p

2
k (xn)∑n

k=0A
−1
k

= lim
n→∞

p2
2n (xn) + p2

2n+1 (xn)

A−1
2n +A−1

2n+1

=
1

2π
. (2.3)

Of course this result is quite restricted as we need xn → 0. We turn to

The Proof of Theorem 2.1
Under the assumptions of Theorem 2.1, there is the asymptotic as m→∞,

pm (x)µ′ (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos (mθ + γ (θ)) + o (1) , (2.4)
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uniformly for x = cos θ in a compact subset of (−η, η), where

γ (θ) =
1

4π
PV

∫ π

−π
[log f (t)− log f (θ)] cot

θ − t
2

dt.

Here PV denotes principal value, and

f ′ (θ) = µ′ (cos θ) |sin θ| .

This follows from Corollary 1.3 in [5]. We note that somewhat less is required
for only pointwise and not uniform asymptotics, see for example [2, p. 246,
Table II(a)], or Theorem 5 in [6, p. 77].

Now let {xn} be a sequence with limit 0, and for n ≥ 1, write xn = cos θn,
where θn ∈ (0, π). We see that θn → π

2 as n→∞. The asymptotic (2.4) gives[
p2

2n (xn) + p2
2n+1 (xn)

]
µ′ (xn)

1/2 (
1− x2

n

)1/2
=

2

π

[
cos2 (2nθn + γ (θn)) + cos2 ((2n+ 1) θn + γ (θn))

]
+ o (1)

=
2

π

[
cos2 (2nθn + γ (θn)) + cos2

(
2nθn + γ (θn) +

π

2

)]
+ o (1)

=
2

π

[
cos2 (2nθn + γ (θn)) + sin2 (2nθn + γ (θn))

]
+ o (1) =

2

π
+ o (1) .

Next, the limit

lim
n→∞

An = lim
n→∞

γn
γn+1

=
1

2
(2.5)

is an immediate consequence of the fact that µ satisfies Szegő’s condition [11,
p. 309]. Thus the second part in (2.3) satisfies

lim
n→∞

p2
2n (xn) + p2

2n+1 (xn)

A−1
2n +A−1

2n+1

=
1

2π
. (2.6)

Next, asymptotics for Christoffel functions and the continuity of µ′ in [−η, η]
yield that[7], [10, Thm. 3.11.9, p. 220] that uniformly for x ∈ [−η, η] ,

lim
n→∞

1

n+ 1

(
n∑
k=0

p2
k (x)

)
µ′ (x) =

1

π
√

1− x2
.

In particular, then, as µ′ is continuous at 0,

lim
n→∞

1

n+ 1

(
n∑
k=0

p2
k (xn)

)
=

1

π
. (2.7)

Finally (2.5) gives

lim
n→∞

1

n+ 1

n∑
k=0

A−1
k = 2.

Combining the last two limits, we have

lim
n→∞

∑n
k=0 p

2
k (xn)∑n

k=0A
−1
k

=
1

2π
,

so the result follows using (2.6). �
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3 Even Weights on (−∞,∞)

Following is the class of even weights we shall consider. It is a subclass of that
in [4, Definition 1.1, p. 7]:

Definition 3.1
Let µ′ (x) = e−2Q(x), x ∈ R, where Q is even,
(a) Q′ is continuous in R and Q (0) = 0;
(b) Q′′ exists and is positive in R\ {0};
(c)

lim
t→∞

Q (t) =∞;

(d) The function T (t) = tQ′(t)
Q(t) , t ∈ (0,∞) is quasi-increasing in (0,∞), in the

sense that for some constant C and 0 ≤ x < y ⇒

T (x) ≤ CT (y) ;

In addition we assume that T is bounded below in R\ {0} by a constant Λ larger
than 1.
(e) There exists C1 > 0 such that

Q′′ (x)

|Q′ (x)|
≤ C1

Q′ (x)

Q (x)
, a.e. x ∈ (0∞) .

Then we write µ′ = e−2Q ∈ F
(
C2, even

)
.

Examples of Q satisfying the conditions above on (−∞,∞) include [4, pp.
8-9]

Q (x) = |x|α ,

where α > 1, and
Q (x) = exp` (|x|α)− exp` (0) ,

where α > 1, ` ≥ 0, and expk (x) = exp (exp (...(exp (x))) is the kth iterated
exponential. We could actually allow a more general (but more technical) class
of weights, namely the even weights of class F

(
lip 1

2

)
from [4]. We shall prove

Theorem 3.2
Let µ′ = e−2Q ∈ F

(
C2, even

)
. Then uniformly for x in compact subsets of the

real line,

lim
n→∞

∑n
k=0 p

2
k (x)∑n

k=0A
−1
k

= lim
n→∞

p2
2n (x) + p2

2n+1 (x)

A−1
2n +A−1

2n+1

=
1

2πe−2Q(x)
. (3.1)

In considering orthogonal polynomials associated with the measure dµ (t) =
e−2Q(t)dt, a crucial role is played by the Mhaskar-Rakhmanov-Saff numbers
at, t > 0. These are defined by the equations [4, p. 13], [8], [9]

t =
1

π

∫ 1

0

atxQ
′(atx)√

(1− x2
dx. (3.2)
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We note that at increases with t and at → ∞ as t → ∞. As an example of
Mhaskar-Rakhmanov-Saff numbers, let Q (x) = |x|α , x ∈ R, α > 0. It is known
that then [8], [9]

at =

{
2α−2Γ

(
α
2

)2
Γ (α)

}1/α

t1/α, t > 0.

Another important quantity associated with Q is the nth equilibrium density
[4, p. 16]

σn(x) =
1

π2

√
a2
n − x2

∫ an

0

sQ′(s)− xQ′(x)

s2 − x2

ds√
a2
n − s2

, x ∈ [−an, an] . (3.3)

It has total mass n ∫ an

−an
σn = n,

and satisfies the equilibrium equation∫ an

−an
log

∣∣∣∣ 1

x− s

∣∣∣∣σn(s)ds+Q(x) = cn, x ∈ [−an, an] .

Here cn is a constant.
In many contexts, it is convenient to map σn onto a density function that is

supported on [−1, 1]. Let

σ∗n(t) =
an
n
σn (ant) , t ∈ [−1, 1]. (3.4)

It satisfies ∫ 1

−1

σ∗n = 1.

Proof of Theorem 3.2
In [4, p. 403, Theorem 15.3, (15.11)], it is shown that uniformly for x = cos θ
in a closed subinterval of (−1, 1) and m = n− 1, n,

a1/2
n pm (anx)W (anx)

(
1− x2

)1/4
=√

2

π
cos

((
m− n+

1

2

)
θ + nπ

∫ 1

x

σ∗n −
π

4

)
+ o (1) .

(3.5)

Note that the linear transformation Ln there reduces to Ln (x) = x/an and

L
[−1]
n (t) = ant. Setting

∆n (x) =
1

2
θ + nπ

∫ 1

x

σ∗n −
π

4
,

we see that uniformly for x in a closed subset of (−1, 1) ,

anW (anx)
2 (

1− x2
)1/2 {

p2
n (anx) + p2

n−1 (anx)
}

=
2

π

{
(cos ∆n (x))

2
+ (cos (∆n (x)− θ))2

}
+ o (1) .
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In particular, setting anx = y where y lies in a compact set, so that x = y/an =
cos θ has θ = arccos (y/an) = arccos (o (1)) = π

2 + o (1) , we obtain

anW (y)
2

(
1−

(
y

an

)2
)1/2 {

p2
n (y) + p2

n−1 (y)
}

=
2

π

{(
cos ∆n

(
y

an

))2

+

(
cos

(
∆n

(
y

an

)
− π

2

))2
}

+ o (1)

=
2

π

{(
cos ∆n

(
y

an

))2

+

(
sin ∆n

(
y

an

))2
}

+ o (1) =
2

π
+ o (1) .

Replacing y by x, and n by 2n+ 1, we have that uniformly for x in a compact
subset of R,

a2n+1W (x)
2 {
p2

2n+1 (x) + p2
2n (x)

}
=

2

π
+ o (1) . (3.6)

Next, (1.124) of Theorem 1.23 in [4, p. 26] gives

lim
n→∞

An
an

=
1

2
. (3.7)

In addition, [4, p. 81, eqn. (3.50)]

lim
n→∞

an+1

an
= 1.

Then the second part of (3.1) can be calculated as

lim
n→∞

p2
2n+1 (x) + p2

2n (x)

A−1
2n+1 +A−1

2n

= lim
n→∞

a2n+1

4

{
p2

2n+1 (x) + p2
2n (x)

}
=

1

2πW 2 (x)
,

(3.8)
uniformly for x in a compact subset of R.

It is more difficult to deal with the left-hand side in (3.1). We first note that

lim
n→∞

n−1∑
k=0

p2
k (x)W 2 (x) /σn (x) = 1, (3.9)

uniformly for x in a range that certainly includes compact subsets of the real
line [4, Theorem 1.25, p. 26]. Our task is to compare this to

n−1∑
k=0

A−1
k = 2

n−1∑
k=0

a−1
k (1 + o (1)) .

We shall show that this last right-hand side behaves like

2

∫ n

0

1

at
dt (1 + o (1)) ,

and using an alternative representation for σn, due to Rakhmanov, that this in
turn is close to σn (x) when x is bounded. Let us now make this rigorous. First
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note that at is a differentiable increasing function of t ∈ (0,∞), with at → 0 as
t→ 0+ and at →∞ as t→∞. Define the inverse b : (0,∞)→ (0,∞) of a by

b (at) = t, t > 0.

Rakhmanov’s representation for σn for even weights asserts that [4, p. 46, eqn.
(2.35)]

σn (x) =
1

π

∫ n

|b(x)|

1√
a2
s − x2

ds, x ∈ (−an, an) . (3.10)

In particular,

σn (0) =
1

π

∫ n

0

1

as
ds. (3.11)

(The convergence of the integral is established in Chapter 2 of [4]). Now let
m = m (n) = [

√
n], where [x] denotes the greatest integer ≤ x. Assume that

x ∈ (0, r]. For n large enough (the threshold depends on r), we have

|σn (x)− σn (0)| =
1

π

∣∣∣∣∣
∫ n

b(x)

{
1√

a2
s − x2

− 1

as

}
ds−

∫ b(x)

0

1

as
ds

∣∣∣∣∣
≤ 1

π

∫ n

b(x)

as −
√
a2
s − x2√

a2
s − x2as

ds+

∫ b(r)

0

1

as
ds

=
x2

π

∫ n

b(x)

1√
a2
s − x2as

(
as +

√
a2
s − x2

)ds+

∫ b(r)

0

1

as
ds.

(3.12)

Here as as ≥ ab(x) = x in the first integral, we see that

x2

π

∫ n

b(x)

1√
a2
s − x2as

(
as +

√
a2
s − x2

)ds
≤ x2

{
1

πx2

∫ m

b(x)

ds√
a2
s − x2

+
1

a2
m

∫ n

m

1√
a2
s − x2

ds

}

≤ σm (x) +

(
x

am

)2

σn (x) .

Combining this and (3.12) gives∣∣∣∣1− σn (0)

σn (x)

∣∣∣∣ ≤ σm (x)

σn (x)
+

(
x

am

)2

+
C

σn (x)
.

Here as x ∈ [0, r] and m→∞, we have
(
x
am

)2

→ 0 uniformly for x ∈ [0, r]. In

addition, it follows from Theorem 5.2(b) in [4, p. 110] and then Lemma 3.5(c)
in [4, p. 72] that uniformly for x ∈ [−r, r],

σm (x)

σn (x)
≤ C (m/am)

(n/an)
≤ C

(m
n

)1−1/Λ

≤ C
(

1√
n

)1−1/Λ

. (3.13)
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Here Λ > 1 is a lower bound for T in R. Thus, using also evenness of σn, we
have

lim
n→∞

sup
x∈[−r,r]

∣∣∣∣1− σn (0)

σn (x)

∣∣∣∣ = 0.

This, (3.9), and (3.11) give, uniformly for x ∈ [−r, r] , as n→∞,
n−1∑
k=0

p2
k (x)W 2 (x) =

1

π

∫ n

0

1

as
ds (1 + o (1)) . (3.14)

Finally, [4, p. 81, eqn. (3.50)] gives, for k ≥ 1,∣∣∣∣∣
∫ k

k−1

1

as
ds− 1

ak

∣∣∣∣∣ ≤
∫ k

k−1

1

as

∣∣∣∣1− as
ak

∣∣∣∣ ds ≤ C ∫ k

k−1

1

as

∣∣∣1− s

k

∣∣∣ ds ≤ C

k

∫ k

k−1

1

as
ds,

so from (3.7), and using monotonicity of at in t,∣∣∣∣∣
n−1∑
k=0

A−1
k − 2

∫ n

0

1

as
ds

∣∣∣∣∣ =

∣∣∣∣∣2
n−1∑
k=2

(
a−1
k −

∫ k

k−1

1

as
ds

)
+ o

(
n−1∑
k=2

a−1
k

)
+O (1)

∣∣∣∣∣
≤ C

n−1∑
k=2

1

k

∫ k

k−1

1

as
ds+ o

(∫ n

1

1

as
ds

)
+O (1)

≤ C

∫ m

1

1

as
ds+

C

m

∫ n

m

1

as
ds+ o

(∫ n

1

1

as
ds

)
≤ Cσm (0) +

C

m
σn (0) + o (σn (0))

≤ Cσn (0)

{(
1√
n

)1−1/Λ

+
1√
n

+ o (1)

}

= o

(
1

π

∫ n

0

1

as
ds

)
,

by (3.13). Thus (
n−1∑
k=0

A−1
k

)
/

(
2

∫ n

0

1

as
ds

)
= 1 + o (1) .

This and (3.14) give uniformly for x in [−r, r],∑n−1
k=0 p

2
k (x)W 2 (x)(∑n−1
k=0 A

−1
k

) =
1

2π
(1 + o (1)) .

Combining this with (3.8), gives the result. �

4 The Non-Even, Not Necessarily Unbounded
Case

In this section, we briefly explore the extent to which we can extend Theorem
3.2 to non-even exponential weights, possibly not on an infinite interval. To this
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end, we first define the full class F
(
C2
)

from [4, p. 7]:

Definition 4.1
Let I = (c, d) be a bounded or unbounded interval containing 0. Let µ′ (x) =
e−2Q(x), x ∈ I, where
(a) Q′ is continuous in I and Q (0) = 0;
(b) Q′′ exists and is positive in I\ {0};
(c)

lim
t→c+

Q (t) =∞ = lim
t→d−

Q (t) ;

(d) The function T (t) = tQ′(t)
Q(t) , t ∈ I\ {0} is quasi-increasing in (0, d), in the

sense that for some constant C and 0 ≤ x < y < d⇒

T (x) ≤ CT (y) ;

T is also assumed quasi-decreasing in (c, 0). In addition we assume that T is
bounded below in I\ {0} by a constant larger than 1.
(e) There exists C1 > 0 such that

Q′′ (x)

|Q′ (x)|
≤ C1

Q′ (x)

Q (x)
, a.e. x ∈ I\ {0} .

Then we write µ′ = e−2Q ∈ F
(
C2
)
.

Examples of Q satisfying the conditions above on (−∞,∞) include [4, pp.
8-9]

Q (x) =

{
xα, x ∈ [0,∞)

|x|β , x ∈ (−∞, 0) ,

where α, β > 1. A more general example is

Q (x) =

{
exp` (xα)− exp` (0) , x ∈ [0,∞)

expk

(
|x|β

)
− expk (0) x ∈ (−∞, 0) ,

where α, β > t, k, ` ≥ 0, and expk (x) = exp (exp (...(exp (x))) is the kth iterated
exponential. An example on (−1, 1) is

Q (x) =

 exp`

((
1− x2

)−α)− exp` (1) , x ∈ [0, 1)

expk

((
1− x2

)−β)− expk (1) , x ∈ (−1, 0) ,

where α, β > 0 and k, ` ≥ 0.
Instead of just one Mhaskar-Rakhmanov-Saff number, there are now two:

a−n, an are defined by the equations [4, p. 13]

n =
1

π

∫ an

a−n

xQ′(x)√
(x− a−n)(an − x)

dx;

0 =
1

π

∫ an

a−n

Q′(x)√
(x− a−n)(an − x)

dx.

9



The nth equilibrium density now takes the form [4, p. 16]

σn(x) =
1

π2

√
(x− a−n)(an − x)

∫ an

a−n

Q′(s)−Q′(x)

s− x
ds√

(s− a−n)(an − s)
,

for x ∈ [a−n, an]. The contraction of σn to [−1, 1] is more complicated than for
the even case: let

βn :=
1

2
(an + a−n); δn =

1

2
(an + |a−n|).

We can then define the linear map of [a−n, an] onto [−1, 1] by

Ln(x) = (x− βn)/δn, x ∈ [a−n, an]⇔ x = L[−1]
n (t) = βn + δnt, t ∈ [−1, 1].

The transformed (and renormalized) density is

σ∗n(t) =
δn
n
σn ◦ L[−1]

n (t), t ∈ [−1, 1].

Instead of the asymptotic (3.5), we have uniformly for x = cos θ ∈ [−1 + ε, 1− ε]
[4, p. 403]

a1/2
n pm

(
L[−1]
n (x)

)
W
(
L[−1]
n (x)

) (
1− x2

)1/4
=√

2

π
cos

((
m− n+

1

2

)
θ + nπ

∫ 1

x

σ∗n −
π

4

)
+ o (1) .

(4.1)

Instead of the asymptotic (3.7) for the recurrence coefficients, we have [4, p. 26]

lim
n→∞

An
δn

=
1

2
. (4.2)

By proceeding as in Section 3, it is straightforward to see that

lim
n→∞

p2
2n

(
L

[−1]
2n+1 (xn)

)
+ p2

2n+1

(
L

[−1]
2n+1 (xn)

)
A−1

2n +A−1
2n+1

W 2
(
L

[−1]
2n+1 (xn)

)
=

1

2π
, (4.3)

for any sequence {xn} with limit 0. Setting yn = L
[−1]
2n+1 (xn), we see that this

becomes

lim
n→∞

p2
2n (yn) + p2

2n+1 (yn)

A−1
2n +A−1

2n+1

W 2 (yn) =
1

2π
, (4.4)

for any sequence {yn} with

lim
n→∞

L2n+1 (yn) = lim
n→∞

yn − β2n+1

δ2n+1
= 0. (4.5)

Unfortunately, it is more problematic to establish an analogue of (3.14). The
asymptotic (3.8) holds uniformly for x ∈ [a−αn, aαn], for any fixed α ∈ (0, 1).
For this to be compatible with (4.5), we need βn ∈ [a−αn, aαn], for some α >

10



0, so in particular, we cannot have a very asymmetric weight. Rakhmanov’s
representation for σn now takes the form

σn (x) =
1

π

∫ n

|b(x)|

1√
(x− a−s) (as − x)

ds =
1

π

∫ n

|b(x)|

1√
δ2
s − (x− βs)2

ds.

Provided both for some r > 0,

|yn − βn| ≤ r, n ≥ 1, (4.6)

and
|a−n| /an → 1 as n→∞, (4.7)

we can prove, much as in the last section, that

lim
n→∞

∣∣∣∣1− σn (βn)

σn (yn)

∣∣∣∣ = 0.

Of course (4.7) is a very severe asymptotic symmetry requirement. With the
aid of (4.7), we can prove much as in the previous section, that

σn (βn) =
1

π

∫ n

0

1

δs
ds (1 + o (1)) .

(
n−1∑
k=0

A−1
k

)
/

(
2

∫ n

0

1

δs
ds

)
= 1 + o (1) .

Thus for W ∈ F
(
C2
)

satisfying the additional condition (4.7), and sequences
{yn} satisfying (4.5), we obtain∑n−1

k=0 p
2
k (yn)W 2 (yn)(∑n−1
k=0 A

−1
k

) =
1

2π
(1 + o (1)) ,

and hence

lim
n→∞

W 2 (yn)
∑n
k=0 p

2
k (yn)∑n

k=0A
−1
k

= lim
n→∞

W 2 (yn)
(
p2

2n (yn) + p2
2n+1 (yn)

)
A−1

2n +A−1
2n+1

=
1

2π
.

(4.8)
It would be interesting to see if the severe symmetry condition (4.6) can be
weakened.
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