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Abstract

The main idea behind social participatory sensing is to leverage social friends to par-
ticipate in mobile sensing tasks. A main challenge, however, is the identification and
recruitment of sufficient number of well-suited participants. This becomes especially
more challenging for large-scale online social networks where the network topology
and friendship relations are not known to the applications. Moreover, the potential
sparseness of the friendship network may result in insufficient participation, thus re-
ducing the validity of the obtained information. In this paper, we propose a partici-
pant selection framework which aims to address the aforementioned limitations. The
framework has two main modules. The nomination module makes use of a customized
random surfer to crawl the social graph and identify suitable nominees among the re-
quester’s friends and friends-of-friends. The nominee selection is determined as a func-
tion of the suitability score of members and pairwise trust perception among members.
The selection module is responsible for selecting the required participants from the set
of nominees. The selection is done based on the nominee’s timeliness, the number of
participants selected so far and the task’s remaining time. Moreover, to prevent any
possible collusion, a further check is performed to determine whether the selection of
a new participant may result in the formation of a colluding group among the selected
participants. Simulation results demonstrate the efficacy of our proposed participant
selection framework in terms of selecting a large number of reputable participants with
high suitability scores, in comparison with state-of-the-art methods.



1 Introduction
Web 2.0-enabled applications harness the wisdom of crowds and human intelligence to
collaborate and accomplish a wide variety of tasks such as creating content, performing
tasks, etc. [40, 17]. The recent improvements in mobile phone technology and sensing
capabilities (such as microphone, camera, accelerometer, GPS, etc) in particular, has
led to the emergence of a new exciting paradigm known as participatory sensing [13].
In participatory sensing, the key idea is to recruit ordinary people to crowdsource data
from their mobile phones [25].

The integration of participatory sensing systems with online social networks has
resulted in the emergence of social participatory sensing [28]. In a typical social par-
ticipatory sensing system, social network members can act as service requesters and
utilize social friends and friends-of-friends as participants to contribute to their tasks.
A pertinent example of such a system is Jelly 1 which is built on top of existing social
networks like Facebook 2 and Twitter 3. When the users encounter something unusual,
they can take a picture of the object, formulate a query and submit it to their social
network. Another instantiation of the concept of social participatory sensing is found
in [16] where Twitter is used as the underlying social network substrate. The authors
proposed two mobile applications: (i) a weather radar application in which, Twitter
members send tweets indicating the weather condition and (ii) a noise-mapping appli-
cation where members gather sound samples via their mobile phones and contribute
the noise level via Twitter.

In order to obtain trustworthy contributions in a social participatory sensing system,
well-suited participants should be identified and selected via trustable paths. Moreover,
proper quality control techniques should be put in place [4] to determine the trustwor-
thiness of contributions. In this paper we focus on participant selection issue, which
entails evaluating the participant’s suitability and selecting the well-suited participants.

One of the main challenges in the success of social participatory networks is identi-
fying and recruiting sufficient number of well-suited participants. Typically, there is no
explicit incentive for participation and people contribute altruistically. In the absence
of adequate contributors, there is a danger that the application will fail to gather mean-
ingful data. Another challenge, particularly for tasks which require domain-specific
knowledge (e.g., taking photos of rare plant species), is the suitability of the partici-
pants to collect appropriate data [43]. A well-suited participant might be a reputable
expert user, who possesses extensive knowledge on a range of topics or has perhaps
garnered reputation for contributing successfully to prior tasks. It is logical that contri-
butions produced by suitable participants should be trusted more than those prepared by
others. On the other hand, some participants might be biased or malicious. They may
even build collusive groups in order to maximize their unfair benefits by supporting
the requesters of their own interest. So, it is desirable to identify the colluders in order
to prevent their recruitment. To sum up, identifying and recruiting sufficient reputable
and well-suited participants is essential for the reliability of the task outcome.

Existing solutions for identifying and recruitment of participants in social partici-
patory networks such as [20, 3, 53] mostly suffer from several limitations. First, they
are based on the assumption that the social graph topology and the social links between
users are known to the system. This may be true in cases where the requester is uti-
lizing an organizational social network or a small social network (such as groups of

1http://blog.jelly.co/post/72563498393/introducing-jelly
2http://facebook.com
3http://twitter.com
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acquaintances, co-workers, alumnae, etc.). In such instances, it is possible to have a
global view of the system to have access to the network statistics and utilize this knowl-
edge to identify and recruit the suitable participants. This assumption, however, is not
realistic in large-scale social networks such as Facebook or Twitter with hundreds of
millions of users. As such, it may not be possible for third-parties and applications
to have access to the social network information such as users’ profiles, histories and
relations.

The second limitation is the potential sparseness of a requester’s friendship graph.
The requester may have few friends or may lack close friends who may be willing
to contribute to tasks initiated by the requester. It has been shown that online social
networks can be considered as sparse [49]. For example in Yahoo! Pulse 4 which is
an online social network involving hundreds of millions of users, almost half of the
users only have one friend connection [52]. In such cases, identifying and recruiting
sufficient number of participants is even more challenging.

The third limitation is the inefficiency of existing recruitment techniques and their
vulnerability against malicious activities. Generally, the participant recruitment is
done through following three methods: (i) the open call (ii) the auction and (iii) pre-
selection [48, 50, 45]. The open call method broadcasts the tasks to all community
members and allows all volunteers to contribute. This method is typically used when
there is no ground truth available for data quality assessment and hence, the only qual-
ity indicator is the community consensus. So, open call method is not suitable for the
tasks with pre-defined quality requirements. In the auction method, an open call is
sent to all members without any participant pre-selection. After expiry of submission
time, the requester assesses the quality of the submitted contributions and may choose
one or a few number of contributions as the winner. The limitation of this method is
that the responsibility of assessing the contributions’ quality and fidelity is on the re-
quester, which may prove to be an exhausting task [14]. The pre-selection method, as
its name implies, broadcasts the task to the selected participants instead of all commu-
nity members. The selection is based on choosing the participants who mostly satisfy
the requirements of the tasks. The main problem with this recruitment method (which
is also relevant for the other two methods) is its vulnerability to collusion. A group
of malicious participants might form a colluding group so that they are recruited in
preference to other potentially high-quality workers. The colluding group would then
have the power to sway the outcome of the task in accordance with their agenda (More
details about the existing recruitment methods are presented in Section 2).

In this paper, we propose a participant recruitment framework for social participa-
tory sensing network. Contrary to our previous work [10, 11, 9, 8], we assume that
the social graph topology is not known to our framework. The main implication of
this assumption is that there is no prior access to the profile information of social net-
work members, and hence, the identification and selection of suitable participants must
be done on-the-fly while the social graph is being traversed. We also assume that the
graph search is not uniform and not limited to a specified depth. Consequently, the
graph search may progress deeper in some friendship chains and shallower in others,
depending on the social trusts along the chain. We believe that making these assump-
tions will make our proposed framework more practical and closer to the reality.

The proposed framework consists of two main modules, which aim at addressing
the key challenges raised above. The first module, known as the nomination mod-
ule, is responsible for identifying well-suited members (known as nominees) in the

4pulse.yahoo.com
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requester’s social graph and inviting them to contribute. We define the nominees as
those who (i) are suitable to contribute, and (ii) there exists a trustworthy path to them
(starting from the requester). We argue that in order to have a comprehensive view
of the participant’s suitability, the following parameters should be taken into account:
(i) the participant’s expertise (in order to satisfy the task requirements), (ii) his repu-
tation score (as an indication of being a highly trustable participant), (iii) the pairwise
privacy score between the requester and participant (to minimize the privacy breach of
requester’s sensitive information), (iv) the requester’s list of preferred participants (to
give priority to those who are preferred by the requester to be recruited), and (v) the
requester’s blocked list (those with whom, the requester is reluctant to contribute (more
details in Section 4.1). As mentioned above, we assume that the structure of the entire
social network is not accessible. Hence, the nomination module relies on a customized
random surfer to crawl the social network graph (originating at the requester) and iden-
tify well-suited nominees. The number of initiated random surfers for a requester is
equal to the number of his friends. Each random surfer starts from one of the re-
quester’s friends and chooses its next visited nodes based on the suitability score of the
nodes as well as the pairwise trusts along the path. Once the nominees are identified,
they are invited to attend in the task.

The selection module, the second module of our recruitment framework, is respon-
sible for selecting the final participants from the set of nominees who have accepted
the invitation. In this module, we propose a time-aware and collusion-free recruitment
method which is an extension to the pre-selection recruitment approach and aims at
addressing the collusion issue. The selection module takes into account a set of param-
eters and decides whether to select the nominee. These parameters are (i) the selection
score (i.e., the ratio of participants selected so far to the total number of required par-
ticipants), (ii) the remaining time to the task deadline and (iii) the timeliness of the
participant in previous tasks. The intuition behind considering these parameters is that
when the task’s remaining time is short, it is logical to select the nominee that has
shown timely behaviour in his past contributions, as he is most likely to submit his
contribution before the imminent deadline. If eligible to be selected, a final check is
done to insure that the selection of this participant will not result in potential collusion.
In particular, we aim to identify whether the addition of each new participant to the
previously selected group will result in the formation of a group of colluders. Several
indicators are used in literature to detect collusive behaviours [6, 39, 36]. We use the
(i) group size (i.e., number of colluders), (ii) group support count (i.e., number of tasks
in which colluders have collaborated in the past), and (iii) group time window (i.e.,
the time difference between the latest and earliest contribution of group members) as
the indicators. The intuition behind considering these parameters is that the colluders
usually make a group which is large enough to make a considerable impact. Moreover,
group members usually target considerable number of tasks and collaborate together
in contributing to these tasks. The colluders also desire to contribute during a short
time window (groups working over a long time window are unlikely to have worked
together). By considering all these indicators, we determine the collusion probability
for each eligible participant by utilizing the well-known Frequent Itemset Mining tech-
nique [22]. More details about the collusion indicators will be presented in Section 4.2.

In summary, the main contributions of the paper are as follows:

• We propose a suitability assessment technique to compute the suitability score
of a participant to contribute to a given task. In order to do so, the suitability
assessment technique takes into account the participant’s expertise, his reputa-
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tion score, the pairwise privacy score between the requester and participant, the
requester’s list of preferred participants, and the requester’s blocked list (more
details in Section 4.1).

• To identify the suitable participants, we propose a customized random surfer in-
spired by the idea of random walks and Markov chain. Our proposed random
surfer crawls the requester’s social graph and identifies and invites the nomi-
nees via trustworthy paths. The proposed random surfer while provides the sys-
tem with a set of suitable nominees, aims at addressing the bootstrapping prob-
lem for the newcomers (who have recently joined the network) by giving them
the chance of being nominated in competition with more reputable participants
(more details in Section 4.1).

• We propose a time-aware collusion-free selection module which is responsible
for selecting the participants from the set of invited nominees who are willing
to contribute to the task. The selection module considers the participant’s time-
liness, the remaining time to the task deadline and the selection score to decide
whether to select the nominee as a final participant or not. It also calculates a col-
lusion probability for each eligible participant to prevent any possible collusion
on the task (more details in Section 4.2).

• The accuracy and usability of the proposed techniques has been tested using
real world datasets from the Advogato social network and Wikipedia Adminship
Election and simulated experiments. The evaluation results show superiority of
our method over the other common recruitment methods.

The remainder of the paper is organized as follows. The related research is investi-
gated in Section 2. In Section 3, we define the preliminaries and basic concepts that are
used throughout the paper. Then, in Section 4, the proposed framework is explained
in detail. Section 5 discusses the evaluation scenarios and results. Finally, Section 6
concludes the paper and presents future directions.

2 Related Work
Social participatory networks can be regarded as a subset of collective intelligence sys-
tems, which are defined broadly as groups of individuals doing things collectively that
seem intelligent [38]. Due to the openness of such systems, the recruitment of suffi-
cient well-suited participants has always been a great concern [25]. In the following,
we will have a short review on the related works on this issue and will discuss the state-
of-the-art.

2.1 Recruitment Issues in Online Communities
One of the important parameters in obtaining high quality contributions is the effec-
tiveness of the methods utilized for participant selection. It is evident that the volume
and the diversity of participants with different perspectives and knowledge can lead to
accurate trustworthy contributions.

In most online recruitment systems such as CrowdFlower, Wikipedia, etc., the re-
cruitment process includes a nomination step in which, nominees are selected amongst
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the crowd based on a set of criteria. Sometimes, there is no explicit nomination. In
such systems, the requester advertises the task to the crowd (similar to writing on Face-
book wall) and everyone inside the system is able to contribute. Example is Amazon
Mechanical Turk (Murk), which by default, outsources a task to everyone within the
system in the form of an open call.

This open-call method, however, may lead to poor fidelity contributions, since it
enables anyone, even those poorly equipped to fulfil the task, to contribute. Sometimes
the requester may wish to specify that workers possess certain attributes in order to
complete the task. For example, participant selection in MTurk can be restricted to
residents of a specific country, or to workers who have completed more than a certain
number of tasks with a specified rate of accuracy. Thus, smaller bespoke crowds can
be assembled out of the workforce to complete highly specialized tasks [14].

On the other hand, sometimes, the task assignment is done on the basis of a pub-
lish/subscribe service, i.e., the participant (subscriber) shares his interests and prefer-
ences about a topic by subscribing to the server and a requester (publisher) posts and
forwards messages to the interested users only [16, 15]. The main challenge in the
above nomination methods is the lack of sufficient qualified participants to attend in
the tasks that need specific knowledge or expertise [14, 18].

In social participatory sensing, where the social relationships are utilized to find
and nominate the eligible participants, random walk [46] can be used for participant
nomination. Given a social graph and a starting point as the requester, we select a friend
of it at random, and move to this friend; then we select a friend of this point at random,
and move to it etc. The (random) sequence of points selected this way is a random
walk on the graph. The concept of random walk originates from graph theory [37], and
has a wide range of applications. One of the important examples is the link prediction
algorithms. Given a large network, say Facebook, at time t, for each user, link predic-
tion algorithm is aimed at predicting what new edges (friendships) that user will create
between t and some future time t1 [12]. Similarly, link recommendation algorithms
aim to suggest to each user a list of people that the user is likely to create new con-
nections to [27]. Random walk has also been used for community detection in online
communities. Authors in [31] leverage the idea that short length random walks on a
graph tend to get trapped into densely connected parts corresponding to communities.
In [44], authors leverage the idea of random walk for crowdsourcing and routing tasks
that require people to collaborate and synchronize both in time and physical space.
Graph sampling [29] and node ranking [2] are examples of other applications for ran-
dom walk. In our framework, we leverage the concept of random walk for nominating
the eligible participants. In particular, we propose a customized random surfer which
is responsible for crawling the social graph and identifying the suitable candidates as
nominees. Our proposed random surfer, however, is different from the typical random
walk, as it does not select the next step purely random, but based on a probability
matrix. Moreover, despite the typical random walk which continues until convergence
happens, our proposed random surfer takes a limited number of steps to find well suited
participants amongst the friendship network. This will reduce the complexity of our
proposed nomination solution.

As mentioned earlier, if the open-call strategy is used for nomination, there is no
need for selection as everyone can contribute. However, for some crowdsourcing sys-
tems such as oDesk 1, there exist restrictions in the number of participants. In such
cases, a limited number of participants should be selected from the set of nominees

1http://odesk.com
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who have been identified by the nomination method. This restriction may be due
to the nature of the task itself (such as time-critical tasks) [41], limitation in the re-
sources needed for incentivizing the participants and/or evaluating the contributions
(cost-critical tasks) [41]. In order to select from the nominees, the pre-selection meth-
ods select a fixed number of participants to compete to contribute [50]. Our proposed
selection module is different from the above mentioned methods as it restricts the num-
ber of nominees, and at the same time, gives priority to well-suited nominees to be
selected as final participants.

2.2 Collusion Detection in Online Communities
Collusion detection has been widely studied in P2P systems [1, 35]. A comprehensive
survey on collusion detection in P2P systems can be found in [1]. Reputation man-
agement systems are also targeted by collusion. Colluders in reputation management
systems try to manipulate reputation scores by collusion. Many efforts are put into de-
tecting collusion using majority rules, weight of the worker and temporal analysis of the
behavior of the users [47] but none of these methods is strong enough to detect all sorts
of collusion [47]. In [39], Mukherjee et al. have proposed a model for spotting fake
review groups in online rating systems. The model analyzes textual feedback cast on
products in Amazon’s online market to find collusion groups. They use eight indicators
to identify colluders and propose an algorithm for ranking collusion groups based on
their degree of spamicity. However, their proposed method is still vulnerable to some
attacks. For example, if the number of attackers is much higher than honest raters on a
product the model cannot identify this as a potential case of collusion. In the domain
of participatory sensing, Authors in [23] aim at detecting the collusion by leveraging
a reputation management system and outlier detection algorithms. In [19], a trusted
platform module (TPM) is provided with each sensor device to attest the integrity of
sensor readings. This local integrity checking makes the system resistant to collusion.
To the best of our knowledge, the collusion prevention has not been discussed in so-
cial participatory sensing, and the methods proposed for participatory sensing are not
applicable to this domain.

3 Preliminaries and Basic Concepts
The participant selection framework proposed in this work is inspired by the concept
of random surfer, well-known for its application in Google PageRank [42]. So in this
section, we first provide a short overview of random surfer. Then, we formulate our
problem, define some basic terms and list our main assumptions.

3.1 Random Surfer
Assume that we have a directed graph of nodes where some nodes have directed links
to other nodes. One common approach to find the level of importance of each node in
the set of all graph nodes is to use a random surfer [30]. The main idea of random surf-
ing is as follows. One of the graph nodes is selected randomly as the staring node, from
which, the surfer starts its journey. The random surfer, then, picks one of the neigh-
bouring nodes randomly and moves to that node. This process is repeated for a fixed
period of time or till there is no outgoing link to go further. The level of importance of
each node in the graph is proportional to the number of times it has been visited by the
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random surfer. In other words, the level of importance of node P is calculated using
the following equation:

Level of importance of node p =
the number of times it has been visited

total number of steps taken by the random surfer

The possibility of a particular node being visited by a surfer depends on the number of
nodes that have outgoing links to this node. Recursively, for these neighbouring nodes,
the possibility of being selected depends on the number of their incoming links. This
implies that the importance of a node is greater if some other important nodes point to
it. This is the main idea behind the PageRank algorithm for calculating ranks of Web
pages.

From the mathematical point of view, the random surfer concept is based on the
theory of markov chain. A markov chain is a memoryless stochastic process in which,
in each step, selecting the next state only depends on the current state of the process,
and not on its history (i.e. those states visited earlier). A markov chain is also called a
‘random surfer’ or a ‘random walk’.

The random surfer concept is widely used for graph processing such as node rank-
ing and clustering (to be further discussed in Section 2). Assume that for a node pi, the
number of outgoing links is denoted by |pi|. Then, the stochastic matrix Π representing
the random surfer is defined is as follows:

Πn×n =


π11 π12 · · · π1n
π21 π22 · · · π2n

...
...

. . .
...

πn1 πn2 · · · πnn


in which, πij is the probability that the random surfer visits node pj , assuming that it is
currently visiting node pi at the moment, and n is the number of nodes. In PageRank
algorithm, these probabilities are the same in each row and calculated as follows:

πij =
1

|pi|
, where 1 ≤ j ≤ n

It means that in PageRank, the probability of moving from a page to each of its neigh-
bors is the same. The matrix Π is the base for building the random surfer matrix in the
PageRank algorithm. In this paper, we propose a modified version of random surfer
to select the most suitable participants for a task. The details of our proposed random
surfer are discussed in Section 4.1.

3.2 Network Abstraction
A social participatory network consists of a set of people who are related to each other
by friendship relations. Such a network is best represented as an undirected graph
where M is the set of nodes representing entities (social network members) and F is
the set of relations between entities (friendship relations). Each member has a profile
containing his attributes and related information. Some attributes represent the mem-
ber’s personal information such as name and address. Others include the settings and
outcome of member’s social behavior. Examples are the member’s reputation score,
the history of his previous transactions, the pairwise trust scores, etc. We represent
members of the social network by M = {mi 1 ≤ i ≤ n}.
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A participatory task or simply a task is represented by θi, and Θ is the set of all the
tasks to be solved (Θ = {θi}). The owner of the task is also called the requester. The
platform may target and invite a set of eligible members to participate to the task. These
members are called nominees. Nominees who accept the invitation and are selected to
contribute to the task are called the participants.

A pairwise trust relationship is a directed weighted relation between two members
of the social network and is denoted by τij . The trust relationship τij shows to what
extend the member mi trusts mj for participation in his tasks.

4 Participant Selection Framework
The participant selection framework proposed in this paper consists of two main mod-
ules: nomination and selection. In this section, we first explain the nomination module
and the proposed nomination algorithm in Section 4.1. Then, we will describe the
selection module in Section 4.2.

4.1 Nomination Module
When defining the task, the requester may wish to define a set of requirements. For
instance, he may require members who have a specified level of reputation (in terms of
the history of previous contributions), or who live in a particular geographical region or
who possess certain specific expertise [43]. In other words, these requirements act as
criteria for the identification and selection of eligible participants. In order to identify
eligible participants, the nomination module is responsible for crawling the social net-
work graph and identifying potential candidates whose profile information match the
task requirements. These candidates form the nominated group and will be invited to
contribute to the task.

As explained in Section 1, constraining the graph crawling only to friends may lead
to insufficient nominees, due to the potential sparseness of friendship graph or lack of
enough experts among friends. Therefore, in our proposed method, we extend the
social graph crawling deeper in the social graph in order to maximize the possibility
of finding well-suited participants. In our framework, the nomination module relies
on a customized random surfer to find well-suited participants. Our implementation
of the random surfer is different from that employed in web page ranking and link
recommendation systems such as [2, 12]. The typical random walk [30] is an iterative
process wherein, in each iteration the next node to be visited is selected randomly and
uniformly. The random walker may traverse each node multiple times based on the
number of incoming links of a node. The importance of the node (i.e., the node’s rank)
is the number of times it has been visited by the random walker. It has been shown that
in some instances convergence can take several iterations [30]. The proposed surfer is
different since the probability of selecting a node as the next step is not the same for all
available candidates. Some nodes have a higher chance than others to be visited by the
random surfer. In other words, the selection of the next node is based on a probability
matrix, which is directly related to the node’s suitability score (details in Section 4.1).
Moreover, the surfer takes a limited number of steps and the graph traversal concludes
when a sufficient number of workers are recruited, or if it is not possible to go deeper.
This significantly reduces the time complexity of the algorithm.

In the following, we first explain the evaluation of member’s suitability score in
Section 4.1 and then, describe the customized random surfer in detail in Section 4.1.

8



Suitability Assessment

In order to evaluate the suitability of a member, a set of parameters should be consid-
ered and evaluated. In the following, we first explain the evaluation of each parameter
in detail and then discuss the calculation of suitability score.

• Reputation
The requester may specify a minimum level of the reputation as a requirement
for participation, in order to obtain high quality contributions. We assume that
a reputation management system such as [11, 24] is already in place, which
calculates a reputation score ρi for each member mi (a survey on reputation
management systems can be found in [5]). We also assume that the required
reputation score of the task is denoted by ρreq. In that case, the required level of
reputation score for member mi to participate in task θj , denoted by ∆ρij is as
follows:

∆ρij =

{
ρi if ρi ≥ ρreq
0 otherwise

The higher the value of ∆ρij , the higher the eligibility of the participant to con-
tribute to the task. We assume that ∆ρij is a number in the range of [0,1].

• Expertise
Expertise is defined as the measure of a participant’s knowledge and is partic-
ularly important in tasks that require specific knowledge about a particular do-
main. In other words, participants may be asked to have specific expertise such
as programming skills, familiarity to a geographical area, proficiency with a par-
ticular language or so on. Greater credence is placed in contributions made by a
participant who has expertise in the task. Expert finding systems such as [20, 3]
may be employed for evaluating expertise. These systems employ social net-
works analysis and natural language processing (text mining, text classification,
and semantic text similarity methods) to analyse explicit information such as
public profile data and group memberships as well as implicit information such
as textual posts to extract user interests and fields of expertise [3]. Expertise eval-
uation is done by incorporating text similarity analysis to find a match between
the task keywords and participant’s expertise. We denote the level of match
between the ith member’s expertise and the jth task requirements by ∆Eij . As-
sume that the Etj is the set of skills required by the task θj and Emi is the set of
skills of the member mi, then

∆Eij =
|Etj

⋂
Emi |

|Etj |

∆Eij is a number in the range of [0,1]. The higher the value of the ∆Eij , the
higher the match between the member’s profile and the task requirement.

• Privacy Requirements
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Privacy preservation has always been a great concern in social networks. When
discussing about privacy in social networks, it is important to specify what de-
fines failure to preserve privacy. One type of privacy breach occurs when a piece
of sensitive information about an individual is disclosed to an adversary [54].
In social participatory sensing, privacy leakage may implicitly occur during the
recruitment process through the nature of the query. In particular, it may lead
to the disclosure of the requester’s geographical location, his personal interests,
political or religious views and so on. For example, if the requester asks for
the vegetarian restaurants in a specific geographical area, it is probable that he
is vegetarian and lives in that place. So, it is desirable to maximize the privacy
preservation of the requester in the recruitment process.

There are different solutions for evaluating the pairwise privacy scores (some
have been discussed in our previous work [8]). In this paper, we assume that
the probability of a privacy breach in one-hop neighbourhood of the requestor is
zero. This is reasonable since friends are assumed to be trustworthy. For other
non-friend nodes, the probability of privacy breach is greater in nodes who have
been involved in greater number of tasks initiated by that requester. The intuition
behind this assumption is that the more mi attends in tasks initiated by mj , the
more of mj’s sensitive information will be revealed to him. So, the pairwise
privacy score will decrease as the number of mutual tasks increases. With this
intuition in mind, the pairwise privacy score of giving (the non-friend) mi the
permission to contribute to the task θj initiated by mj , denoted by ∆Prij is
calculated via the following function:

∆Prij =


1− (

tij
T )2 if tij ≤ T

0 otherwise

where, tij is the number of tasks mi has done for mj so far, and T is a system
defined parameter which denotes the maximum number of the tasks initiated by
mj that mi can participate in, following which mi’s privacy score reduces to
zero.

• Requester’s Preferred and Blocked Lists
The requester may be provided with a list of preferred participants, whom the re-
quester prefers to recruit in his future tasks. This list may be automatically gen-
erated by the application and would typically contain the requester’s friends who
have demonstrated trustworthy behaviour in tasks originated by the requester.
The requester may also add some participants to the list manually, based on his
trust upon them. It is clear that those who appear in this list should be assigned
a higher suitability score. So, for the member mi who is being considered for
nomination for the task initiated by mj , we define the parameter Pfij to be 1
if mi belongs to the mj’s preferred list, and zero otherwise. Similar to the re-
quester’s preferred list, a blocked list may also be available for the requester,
which contains the list of those whom the requester desires to exclude form the
list of contributors. This may be because of their poor behaviour in previous
tasks, or due to privacy issues. It is obvious that the members belonging to this
list should not be nominated. So, for the member mi who is being considered
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for nomination for the task initiated by mj , we define the parameter Bij to be 1
if mi belongs to the mj’s blocked list, and zero otherwise.

Computing the Suitability Score

Once the above parameters are evaluated, they should be combined to arrive at a single
value for the member’s suitability score. To do so, the suitability score for a member
mi to attend in task thetaj initiated bymj , referred to as σi, is calculated as a weighted
sum of parameters as:

σi =


0 if Bij=1

w1 ∗∆ρij + w2 ∗∆Eij + w3 ∗∆Prij + w4 ∗ Pfij otherwise

where wi is the weight of each parameter, and
∑4
i=1(wi) equals to 1. The adjustment

of the weights is application-dependant. For example, for privacy-aware applications,
w3 is set to be considerably high to give more importance to privacy parameter. Sim-
ilarly, for tasks where expertise requirements are important, a higher weight may be
associated with expertise (w2). The suitability score is in the range of [0,1].

Customized Random Surfer

In the following, we first define the proposed customized version of random surfer. Re-
call that a typical random surfer traverses graph nodes based on the concept of markov
chain. In other words, it starts from a particular node and randomly selects the next
to-be-visited node in a memoryless manner. This selection is done randomly and uni-
formly from the set of all possible nodes. In this paper, we propose a customized ran-
dom surfer which does not act in a purely random manner, but is biased in a way that it
considers the suitability score of the nodes for the selection. The intuition behind this
strategy is to give better suited members a greater chance to be selected. Corresponding
to a random surfer, we have a stochastic matrix Π which contains the probabilities of
transitioning from one node to each of its direct neighbours. This matrix is called tran-
sition probability matrix. Each row πi, called the probability distribution row, denotes
the ith row of the Π and contains the probability distribution row corresponding to the
ith member of the network.

Assume that in a social network, member mi serves as the requester and intends
to publish a task. Let ϕi = {mj |mj is friend with mi} be the set of mi’s friends.
In order to find suitable participants, we initiate K random surfers where K = |ϕi|.
Each random surfer, denoted by ωj , starts from the friend mj and walks through the
graph to find and nominate suitable participants. Assume that the current state of a
random surfer ωj ismcur. The random surfer first checks the suitability ofmcur. If the
suitability score is greater than a predefined threshold, he will be invited to contribute.
The surfer then continues its journey to find other nominees from the list of mcur’s
friends and ϕi is updated accordingly. The next step will be selected from ϕcur based
on the suitability scores. In other words, the probability of selecting mj

cur (the jth

friend of mcur) as the next step, denoted by πcur,j , is:

πcur,j =
σj ∗ τcur,j∑

k:k∈ϕcur
σk ∗ τcur,k
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where σj is themj
cur’s suitability score and τcur,j is the pairwise trust ofmcur upon his

jth friend. It is evident that for each member mi, the sum of probabilities of moving
to his friends is equal to 1. In other words,

∑K
j:1 πi,j = 1. Based on this, the stochastic

matrix Π (described in Section 3.1) can be filled as Πn×n = {πi,j} in which, each
element πi,j is the probability of selecting mj as the next step for a random surfer that
currently is in mi. Π can be used by random surfers to determine the next steps.

The random surfer continues walking through the graph and inviting nominees to
contribute. In order to control how far a random surfer can move from the requester,
we define a parameter called the propagation factor and denote it by λ. The selection
of an appropriate value for λ is challenging. A greater value of λ allows the random
surfer to crawl deeper in the social graph, and thus increases the chance of finding more
suitable workers. On the other hand, it may increase the risk of privacy leakage due to
getting far from the requester’s friendship network.

In the following, we present the practical implementation of the process discussed
above, in the form of an algorithm. Algorithm 1 presents our proposed nomination
algorithm. In this algorithm, W is a shared list which is accessible to all random
surfers initiated for task θj , and includes the ID of all members who are invited by
random surfers. Therefore, in each step, W contains the list of participants which have
been nominated so far. This list is used as a shared memory among random surfers to
prevent them from nominating a member twice. The algorithm first initialises an empty
list W . It also extracts the list of all mi’s friends. Upon each friend mj

i (jth friend of
mi), a separate random surfer ωj is initiated with the current state set to be mj

i (lines 1
to 8 in the algorithm).

The lines 9 to 28 are the steps that each random surfer takes independently. Each
random surfer, ω, checks to see if its current state is suitable to contribute to the task,
using the equations proposed in the Section 4.1. If the member is suitable to do the task,
he will be nominated. Then, the random surfer ω loads the row of Π corresponding to
the current state of ω and then updates the transition probabilities. In order to do so,
the pairwise trust between the current node and the nominee is investigated. If less
than a specific threshold, mj’s suitability score will be set to zero. Otherwise, it will be
updated with the value τcur,j stated in Section 4.1. As can be seen, the probability of a
particular member being visited by a surfer is in direct relationship with his suitability
score.

4.2 Selection Module
As a result of the nomination process, a finite set of eligible participants are nominated
and invited to participate in the task. The selection module is responsible for select-
ing the participants from the set of nominees who have accepted the invitation. As
mentioned in Section 1, our proposed selection module is aimed at overcoming the rel-
evant issues in existing selection methods (i.e., open-call, auction, and pre-selection)
by utilizing the best of these recruitment strategies. In this module, we propose a time-
aware and collusion-free recruitment method which is an extension to the pre-selection
recruitment approach and aims at preventing the collusion.

Eligibility Assessment

Whenever a nominee accepts the invitation, the selection module takes into account
a set of time-aware parameters and decides whether to select the participant. These
parameters are (i) the selection score (i.e., the ratio of participants selected so far to the
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Algorithm 1 Nomination Algorithm
Input: Π as the transition probability matrix, mi as the requester, NoP is the required
number of participants, and θj as the advertised task
Output: W as the list of nominees.

1: ϕi = list of mi’s friends
2: Initialize W as an empty list.
3: for all f ∈ ϕi do
4: Initiate a random surfer ωj from f
5: //current state of ωj is f
6: end for
7: Ω = set of all initiated random surfers
8: for all ω ∈ Ω do
9: L=λ

10: while true do
11: // mcur denotes the current state of the random surfer ω
12: if mcur is suitable for θj then
13: if |W | <= 2 ∗NoP then
14: Nominate mcur

15: Add mcur to W
16: end if
17: else
18: Stop random surfer ω
19: Exit
20: end if
21: Load π = Πcur //the row of Π corresponding to the current node
22: Update π // see the algorithm description for details
23: if π is empty then
24: // there are no choices for next step
25: Stop random surfer ω
26: Exit
27: end if
28: Select a member of π as mcur // see the algorithm description for details
29: L = L+1
30: if L ≥ λ then
31: Stop random surfer ω
32: end if
33: end while
34: end for
35: return W
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total number of required participants), (ii) the remaining time to the task deadline and
(iii) the timeliness of the participant in previous tasks. The intuition behind considering
these parameters is that when the task’s remaining time is short, it is rational to select
the nominee that has shown timely behaviour in his past contributions, to maximise the
chance of receiving a contribution before the deadline. The first two parameters are
combined via a geometric mean function to form a time suitability score. Geometric
mean is often used for comparing different items and finding a single “figure of merit”
for these items, when each item has multiple properties. A geometric mean, unlike an
arithmetic mean, tends to dampen the effect of very high or low values, which might
bias the mean if a straight average (arithmetic mean) were calculated. So, for the
member mi to be selected to attend in task θj , the time suitability will be as follows:

Time suitability(mi) =
√

Timeliness(mi) ∗ Remaining time(θj)

The time suitability is then combined with the selection score via a fuzzy inference
engine. The result is an eligibility score for the nominee as follows.

Eligibility Score(mi) = Fuzzy(Time Suitability(mi),Selection Score(θj))

If greater than a predefined threshold, the nominee will be considered to be eligible
to participate.

Fuzzy inference system
Our proposed framework employs fuzzy logic to calculate the Eligibility Score

(ES) for each nominee. The use of fuzzy logic allows us to achieve a meaningful
balance between the time suitability and the selection score. We cover all possible
combinations of Time Suitability (TS) and Selection Score (SS) and address them by
leveraging fuzzy logic in mimicking the human decision-making process. The inputs
to the fuzzy inference system are the crisp values of TS and SS. In the following, we
describe the fuzzy inference system components.

• Fuzzifier: The fuzzifier converts the crisp values of input parameters into a lin-
guistic variable according to their membership functions. In other words, it de-
termines the degree to which these inputs belong to each of the corresponding
fuzzy sets. The fuzzy sets for TS, SS and ES are defined as:
T(TS)=T(SS)={Low, Med, High}, T(ES)= { VL, L, M, H, VH}.

For any set X , a membership function on X is any function from X to the real
unit interval [0,1]. The membership function which represents a fuzzy set A is
usually denoted by µA. The membership degree µA(x) quantifies the grade of
membership of the element x to the fuzzy set A. The value 0 means that x is
not a member of the fuzzy set; the value 1 means that x is fully a member of
the fuzzy set. The values between 0 and 1 characterize fuzzy members, which
belong to the fuzzy set only partially.
Fig.4.1(a) represents the membership function of TS and SS and Fig.4.1(b) de-
picts the ES membership function. We used trapezoidal shaped membership
functions since they provide adequate representation of the expert knowledge,
and at the same time, significantly simplify the process of computation.

• Inference Engine: The role of inference engine is to convert fuzzy inputs (TS and
SS) to the fuzzy output (ES) by leveraging If-Then type fuzzy rules. The com-
bination of the above mentioned fuzzy sets create 3*3=9 different states which

14



Table 4.1: Fuzzy rule base for defining ES according to TS and SS
Rule no. if TS and SS Then ES

1 Low Low M

2 Low Med L

3 Low High VL

4 Med Low H

5 Med Med M

6 Med High L

7 High Low VH

8 High Med H

9 High High M
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Low Med1 Med2 High 

Low Med High 

(a) Membership function for TS and SS

 

Low Med1 Med2 High 

0
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H VH 

M L VL H VH 

(b) Membership function for ES

Figure 4.1: Membership functions of input and output linguistic variables

have been addressed by 9 fuzzy rules as shown in Table 4.1. Fuzzy rules help in
describing how we balance the various eligibility aspects. The rule base design
has been done manually, based on the experience and beliefs on how the sys-
tem should work [51]. To define the output zone, we used max-min composition
method as: µT (ES)(ES) = max[ min

X∈T (TS),
Y ∈T (SS)

(µX(TS), µY (SS))]. The result of

the inference engine is ES which is a linguistic fuzzy value.

• Defuzzifier: A defuzzifier converts the ES fuzzy value to a crisp value in the
range of [0, 1]. We employ the Centre of Gravity (COG) [32] defuzzification
method, which computes the center of gravity of the area under ES membership
function. COG is perhaps the most commonly used and popular defuzzification
technique with the advantage of quick and highly accurate computations.
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Once the crisp value for the eligibility score is computed, it is compared to a
predefined threshold (has been set to 0.5 in the implementation). If greater than
the threshold, the nominee is considered as eligible.

Collusion Prevention

Once the member mi is considered to be eligible for being selected, a final check is
done to ensure that the selection of mi will not result in potential collusion. In par-
ticular, we aim to identify whether the addition of mi to the set of previously selected
participants will result in the formation of a group of colluders.

Collaborative attacks which are also called collusion attacks are those in which,
a group of people collaborate on changing the results of a task [39]. For example,
they may collaborate to be selected as the final participants and then, produce poor
quality contributions that severely impact the goal of the task. Most existing collusion
detection techniques rely on behavioural indicators to identify colluding groups [6,
39, 36]. These indicators reflect suspicious behaviour from a group of members which
indicates the possibility of collusion. For example, the collaboration of a group of
participants may be considered as collusion if the following suspicious behaviors are
observed: i) R members of the group have collaborated (ii) these members attend in
the same k tasks; (iii) they submitted their contributions within a small time window.
All these factors occurring together strongly suggest suspicious activities.

In our selection module, for each new participant to be selected, we consider a set
of indicators that suggest the likelihood of the formation of a colluding group among
the selected participants. Note that these indicators reflect the likelihood of collusion
only when they all occur together. The first indicator is the Group Size (GS) which
is the number of colluders who collaborate in similar tasks. The larger the group, the
more damaging it is. The second indicator is the Group Support Count (GSC) which is
the number of tasks in which the group members have collaborated in the past. Groups
with high support counts are more likely to be colluding as the probability of a group
of random people to have attended the same tasks together is rather small. The third
indicator is the Group Time Window (GTW) which indicates the time window of the
group contributing to a task. A group of participants contributing to a task within a
short burst of time is more prone to be colluding. These indicators happening together
indicate the collusion probability. So, for each eligible participant mi to be selected,
these indicators are investigated. If all greater than certain related thresholds, it implies
that the selection of mi may lead to potential collusion, and hence, the participant will
not be selected.

In order to compute the collusion probability, the first step is to identify all existing
subgroups in the group of selected participants (including mi), who have collaborated
on multiple tasks in the past. To do so, we use the well-known technique called the Fre-
quent Itemset Mining [22] which has performed well for collusion detection in previous
literature [39, 7]. In our context, a set of items are the set of all selected participants
for the current task. The set of transactions are the set of all tasks that mi has been
involved in the past. By mining frequent itemsets, we find groups of participants who
have contributed to multiple tasks together. We consider a group as a tuple in the form
of (γθi (P ), γθi (T ), γθi (C)). γθi (P ) is the set of group members’ IDs, γθi (T ) is the list
of all tasks these members has collaborated in, and γθi (C) is the set of all contributions
made by members to these tasks. Each contribution has a timestamp indicating its sub-
mission time. The difference between the latest and earliest timestamp of contributions
submitted by the group members indicates the group time window, denoted by γθi (ε).
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Based on the FIM output, the indicator values can be quantified as follows. Group Size
(GS) =

∣∣γθi (P )
∣∣, Group Support Count (GSC) =

∣∣γθi (T )
∣∣, and Group Time Window

(GTW) = γθi (ε).
We consider a group of collaborators collusive, if all the following conditions are

met:

1. If the Group Size (GS) is greater than a predefined threshold th1.

2. If the Group Support Count (GSC) is greater than a predefined threshold th2.

3. If Group Time Window (GTW) is smaller than th3.

The member mi will be selected to contribute to the task θ if no group with the
above mentioned conditions is created as a result of this selection.

5 Experimentation and Evaluation
In this section, we conduct a simulation-based evaluation to analyze the behavior of
our proposed framework. First, we explain experimentation setup, the metrics we use
for performance evaluation and the datasets we used in experiments in section 5.1.
Then, we compare our proposed framework with other methods in Section 5.2. Then,
we analyze the behavior of our framework in Section 5.3 in order to find an optimum
configuration. Finally, in Section 5.4, we investigate the efficiency of our proposed
collusion prevention method.

5.1 Experimentation Setup
To undertake the preliminary evaluations outlined herein, we chose to conduct simula-
tions, since real experiments in social participatory networks are difficult to organise.
Simulations afford a controlled environment where we can carefully vary certain pa-
rameters and observe the impact on the system performance. Our simulations have
been conducted on a PC running Windows 7.0 professional and having 4GB of RAM.
We used Matlab R2012 for developing the simulator.

Dataset

The dataset that we use for our experiment is the real web of trust of Advogato.org [34].
Advogato.org is a web-based community of open source software developers in which,
site members rate each other in terms of their trustworthiness. Trust values are one
of the three choices master, journeyer and apprentice, with master being the highest
level in that order. The result of these ratings among members is a rich web of trust,
which comprises of 14,019 users and 47, 347 trust ratings. The Advogato web of
trust may be viewed as a directed weighted graph, with users as the vertices and trust
ratings as the directed weighted edges of the graph. So, it is in perfect match with
our assumptions related to participants and their trust relations in social participatory
network. The distribution of trust values in the Advogato web of trust is as follows:
master: 17,306, journeyer: 21,353, and apprentice: 8688. The instance of the Advogato
web of trust referenced in this paper was retrieved on October 13, 2007. In order to
conform the Advogato web of trust to our framework, we map the textual ratings in
the range of [0, 1] as master = 0.8, journeyer = 0.6, and apprentice = 0.4. We also pre-
processed the dataset in order to remove the isolated nodes that have no connection.
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174 nodes were identified as isolated and were removed. We also have enriched the
dataset in order to adapt it with our simulation scenario. To do so, we have computed
a reputation score for each member by calculating the average of all pairwise trust
scores the member receives from his friends. The reputation score is a number in the
range of [0, 1]. We also assign each member a set of expertise attributes in order to
use them for measuring the member’s suitability score. We assume that there exist
10 different expertise attributes in the system. Each expertise attribute is an integer
number in the range of [1,10]. The total number of expertise attributes for each member
is chosen randomly according to the reputation of the member. In other words, in the
enriched dataset, those with higher reputation scores are likely to have greater number
of expertise attributes. As mentioned before, the nomination module calculates the
privacy score based on the number of tasks a participant has attended for a particular
requester. Therefore, we randomly and uniformly selected numbers in the range of [1,
100] as the number of tasks completed by each member for each requester.

In order to evaluate the performance of our proposed collusion prevention method,
we utilized the Wikipedia voting dataset. In Wikipedia1, the voting process is used to
elect administrators2. Every registered user can nominate himself or another user as
an administrator in Wikipedia and initiate an election. The other users participate in
the election and cast their votes on the eligibility of nominee. If the majority of users
recognize a user as eligible, he then will become a Wikipedia administrator. In order
to incorporate this dataset in the context of our framework, we employ the following
mapping. The requester is the nominee, the worker is the voter, the task is evaluating
the eligibility of the nominee as an administrator in Wikipedia and the contribution is
the worker’s vote. We use the log of Wikipedia Adminship Election3 which is collected
by Leskovec et al. for behavior prediction in online social networks [33], referred to
as WIKILog. WIKILog contains about 2, 800 elections (tasks) with around 100, 000
total votes and about 7, 000 users participating in the elections either as a voter or a
nominee. We use the WIKILog to demonstrate the efficacy of our proposed framework
to detect collusion.

Evaluation Method and Metrics

In order to evaluate the performance of our proposed framework, we run the experiment
for a set of rounds. A simple experimentation round contains the following steps: In
the first step, we choose a requester out of the members of Advogato community. This
selection is performed uniformly, meaning that all members have the same chance to
be chosen as the requester. Then, a task is generated to be advertised to the community.
Each task contains a set of attributes, mainly, a minimum accepted reputation score,
a set of at most 5 required expertise attributes, and the maximum number of required
participants. Once the requester is chosen and the task is generated, the nomination al-
gorithm (Algorithm 1) is executed in order to find and invite suitable nominees. Then
the selection module, explained in Section 4.2, chooses a subset of nominees as se-
lected participants to contribute to the task. We assumed that at least 50% of nominees
apply to the task for contribution.

In order to evaluate the effectiveness of framework modules, we define four evalu-
ation metrics. The first metric is the number of nominees. The ability to identify more

1http://www.wikipedia.org/
2http://en.wikipedia.org/wiki/Wikipedia:Requests for adminship
3http://snap.stanford.edu/data/wiki-Elec.html
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suitable nominees is a desirable property of the nomination module. The second evalu-
ation metric is the overall suitability score of the nominees, which is the average of all
nominees’ suitability scores. A larger value for this metric suggests that the nomina-
tion module is able to recruit well-suited participants. We have two similar metrics to
evaluate the performance of the selection module: the number of selected participants
and the overall suitability score of selected participants. In the following, we will use
these four metrics to evaluate the performance of our framework. All results shown
in charts are the average of outcome of running the experiment for 1000 independent
rounds.

5.2 Performance Comparison
In this section, we compare the performance of our framework with two well-known
recruitment methods: (i) Open-call which is used in most existing crowdsourcing plat-
forms such as Amazon Mechanical Turk 4 , CrowdFlower 5, etc. Recall that in this
scheme, the requester broadcasts the task to all members in the community and every-
one is able to contribute to the task (ii) Friend-based which is widely used in social
networks and related work such as [21, 26], wherein, the requester advertises the task
to his friends.

It should be noted that neither of these methods consider the privacy preservation
in their recruitment methods. So, in order to have a fair comparison, we consider each
of the compared methods with two separate configurations: privacy-aware and non
privacy-aware. In privacy-aware configuration, the weights of reputation score, exper-
tise, privacy score and requester’s preference in the computation of the suitability score
are 0.5, 0.3, 0.1 and 0.1, respectively (refer to the Section 4.1). In non privacy-aware
recruitment, the weight of privacy score is zero and reputation, expertise and prefer-
ence are taken into account with weights of 0.55, 0.35, and 0.1 respectively. Another
important point is that the simulation results illustrated in the following figures have
been scaled with the number of participants in order to have reasonable comparisons.
For example, the number of selected participants for each of the aforementioned meth-
ods has been scaled with the corresponding maximum number of possible participants.
In order to evaluate the performance of methods in real situations, we run the simula-
tion in three different situations: (i) when the requester has few friends, (ii) when the
requester has large number of friends, and (iii) when we select the requester randomly,
regardless of his number of friends. Note that the concepts such as ‘few’ or ‘large’ are
relative and depend on the characteristics of the underlying social network. In order
to consider these situations, we first arrange all members (i.e., Advogato members) in
ascending order according to their number of friends (outgoing links). For the first
situation, the requester will be selected from the first one third of the members, and for
the second situation, the requester will be selected from the last one third. The last sit-
uation will be the case when the requester is selected randomly from the unordered list.
In Advogato, the range of number of friends for the first group is between 3 and 1000,
and for the second group is between 3000 and 4000. To come up with dependable
results, we run the simulation for 1000 rounds.

Figures 5.1(a) and 5.1(b) depict the results of comparing three methods for the case
in which, the requester has few friends. As it is evident from the charts, open-call out-
performs other two methods in terms of the number of selected participants. This is an

4http://mturk.com
5http://crowdflower.com
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Figure 5.1: Performance of three methods in the case of requesters with few friends

expected result since in this method, it is possible to select the participants from every-
where inside the social graph, whereas there are restrictions in participant selection in
two other methods. In our proposed method, a potential limitation is due to λ which re-
stricts the recruitment domain. Moreover, having few friends will result in few numbers
of random surfers, which results in less selected participants. The friend based method
is also limited to recruiting one-hop friends. But when it comes to overall suitabil-
ity score of the selected participants, the best performance belongs to our framework.
This is because our method considers the suitability scores for in selection module
and tries to assign higher selection probability to participants with higher suitability
scores. This better performance is of great importance since it demonstrates a valuable
achievement for the case of having sparse friendship network, which, as mentioned in
Section 1, is currently an issue in existing online social networks. The relative order of
these 3 methods is consistent in both privacy-aware and non privacy-aware scenarios.
Figures 5.2(a) and 5.2(b) illustrate the performance of three methods for the case in
which, the requester has large number of friends. In this case, as it is expected, the per-
formance of the friend-based method improves since the number of friends (potential
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Figure 5.2: Performance of three methods in the case of requesters with large number
of friends

participants) has increased for both (privacy-aware and non-privacy-aware) scenarios.
The best performance still belongs to our framework. Remember that in the previous
case where the requester has few friends, the open-call method outperforms ours in
terms of number of selected participants due to the limitation occurred by the propaga-
tion factor and number of random surfers. Here, our method outperforms the open call
method even in terms of number of selected participants. This is due to the large num-
ber of friends in the requester’s friendship graphs, which in turn, increases the number
of random walks and consequently, the number of selected participants. Finally, Fig-
ures 5.3(a) and 5.3(b) show the results of our experiments when we selected a requester
from the community, regardless of his number of friends. In this case, as it is expected,
due to the scarcity of the social network, the overall performance of the open-call is
better than friend-based method. As for our proposed framework, it is slightly better
than open-call in terms of the number of selected participants. This small difference
between our method and the open-call method is due to the improved performance of
open-call in cases where the selected requester has few friends and better performance
of our method in cases where the selected requester has large number of friends.
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Figure 5.3: Performance of all methods regardless of requesters’ number of friends

As all above figures show, the number of nominees and selected participants de-
creases when privacy considerations are taken into account, since such considerations
will result in tighter restrictions in selection module. The important point is that rela-
tive ordering of the methods in terms of performance remains unchanged in both the
privacy-aware and non-privacy-aware scenarios.

5.3 Sensitivity Analysis
In this section, we run a series of experiments to reach to an optimal setting for our
proposed recruitment framework. In particular, we first obtain the optimal value for
λ (propagation factor), and then evaluate the performance of our framework in the
presence/absence of privacy considerations and participant selection process.

Optimum Value of λ

One of the important parameters which impacts the performance of the random surfer
is the propagation factor, denoted by λ. In fact, λ is a system-dependant parameter

22



which denotes how deep the random surfer can explore the graph to find suitable par-
ticipants. In order to assess the performance of our framework, we need to find an
optimum value for λ. Note that λ is a system-dependant parameter and its optimum
value totally depends on the characteristics and the size of social graph. We conducted
an experiment to test the framework on Advogato graph with different values of λ in
the range of 1 to 150. For each λ value, we generated 500 tasks and then investigated
the outcomes. Based on various runs of this experiment, the highest value of overall
suitability score for selected participants is obtained when λ is equal to 100. So, we
select this value for λ as the optimum value for future experiments.

Performance Analysis of Framework Components

In addition to the value of λ, we investigate the impact of two other aspects on the
performance of our proposed framework. The aim of these experiments is to obtain the
best configuration for our proposed framework.

At first, we try to investigate the effect of privacy score in the evaluation of suit-
ability score. As mentioned before in Section 4.1, the probability of a selecting a non-
friend participant for further tasks of a particular requester has an inverse relation to
the number of the tasks he has been involved for that requester, due to the reduction in
his privacy score. In other words, taking the privacy into consideration, while valuable
in terms of members’ security, will inherently decrease the number of potential par-
ticipants. In the following experiments, we aim at investigating how the privacy score
consideration will affect the framework performance in terms on number of nominees
and selected participants.

Next, we aim at observing the performance of our framework with and without
the selection module. We expect that including the selection module will increase
the overall suitability score, but at the same time, will decrease the number of final
participants, since it tightens the criteria of participant selection.

In order to evaluate the effect of these two components, we conducted an experi-
ment in which, the performance of our framework is evaluated with the following four
scenarios:

1. In the first scenario, we neither take privacy nor selection module into account.
In other words, the suitability score of nominees is only calculated based on
their reputation, expertise and the requester’s preferred and blocked list. Also,
we deactivate the selection module. In our illustrations in Figures 5.4(a) and
5.4(b), we represent this scenario by ’NONE’.

2. In the second scenario, the selection module is active and working. The privacy
does not affect the suitability score. We denote this scenario by ’S’.

3. In the third scenario, the privacy score is considered in the evaluation of suitabil-
ity scores. The selection module, however, is not included, meaning that when a
nominee applies to do a task, no restriction will be applied and he will be directly
accepted if there are still vacant places. This scenario is denoted by ’P’.

4. The forth scenario, is our proposed framework where both privacy and selection
aspects are taken into account. We denote this scenario by ’SP’.

The evaluation results are depicted in Figures 5.4(a) and 5.4(b). As shown in Fig-
ure 5.4(a), the overall number of nominees and selected participants is the highest
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Figure 5.4: Evaluation of our framework with different scenarios

in the first scenario (when we have neither selection module nor privacy considera-
tions). This is because both the privacy consideration and the involvement of selection
module pose limitations in the number of nominees and selected participants. How-
ever, as Figure 5.4(b) reveals, the overall suitability score in this scenario is too low,
since there is no suitability check in the selection process. So, it cannot be deemed
as a good configuration. The same argument can be applied to the third scenario as
well. In this scenario, the number of selected participants is greater than those methods
which include the selection module, since there is no limitation for participant selec-
tion. However, the average suitability score in this scenario is the least, compared to
other scenarios, since it does not consider the suitability score as a dominant factor. So
the optimum configuration is to be selected from the second and forth scenarios (S and
SP scenario). In both S and SP scenarios, the selection process is applied; but privacy
is considered only in SP. The overall number of nominees and selected participants in
both settings are approximately the same, but the overall suitability score in S scenario
is slightly (about 0.009) higher than the suitability score in SP. Therefore, we conclude
that SP configuration is the best for the privacy-aware systems and S configuration is
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appropriate for the rest.

5.4 Collusion Prevention Analysis
As mentioned in Section 5.1, we use Wikipedia Adminship Election dataset to in-
vestigate the performance of our proposed collusion prevention method. The dataset
contains the information related to 2794 tasks. The average number of participants in
these tasks equals to 40. In order to obtain reliable results, we considered the tasks with
number of participants greater than the average as the sample data, and randomly se-
lect 100 tasks from these. We then tested our proposed method to identify any potential
colluding group among the participants. As mentioned in Section 4.2, we considered
three indicators for detecting potential collusion. More precisely, we assume that a
group of participants is considered as a colluding group if it has at least th1 members
who all have collaborated in at least th2 tasks in the past, and they have all submitted
their contributions to these tasks in time window not larger than th3.

In order to find the optimum value for th2, we set an experiment in which, the target
size (i.e., number of the tasks that the group members have collaborated in them in the
past) is changed. For each target size, we measure the number of groups identified,
together with their size. As can be seen in Figure 5.5, the maximum size of identified
groups decreases by increasing the target size. This is rational since the probability of
finding groups whose members have collaborated in greater number of tasks is smaller.
We believe that the best setting is the one which results in the identification of largest
groups to make a considerable impact. As derived from the figure, this situation is
related to the case where the target size is 6. So, we set th2 to be equal to 6. For
the sake of simplicity, we assume that th1 equals to th2. th3 has also been set to the
average of all time windows for all the tasks. So, our method aims at identifying the
set of candidate groups who have at least 6 members, have all collaborated in at least 6
tasks in the past and submitted their contributions within a specific time window.

In order to investigate the performance of our proposed collusion prevention method,
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we first utilized the FIM technique to find the candidate groups among the participants.
The outcome was the discovery of 18 candidate groups with at least 10 members. We
then employed our collusion prevention method and identified 9 of these 18 groups as
collusive. To evaluate the efficiency and accuracy of our method, we went through a
set of statistical calculations. At first, we measured the ratio of the tasks targeted with
the colluding groups. The result shows that 14% of the tasks were affected by these 9
colluding groups. This means that our collusion prevention method is able to prevent
14% of the tasks from being targeted by the colluders. We then calculated the success
ratio of the tasks targeted by the colluding groups as well as all 100 tasks. By success
ratio, we mean the ratio of the tasks that have resulted in a decision, to the total number
of tasks (note that in the Wikipedia adminship election dataset, a task (an election) is
successful if it results in the selection of the user as an administrator). We observed
that overall success ratio of the tasks in our dataset is 71%. This ratio is 83% for the
groups identified by our collusion detection method. This means that there is a high
probability that the groups identified by our method are colluding groups, since their
collaboration has resulted in a considerably high success ratio. This is a significant
indication that the identified groups are much likely to be collusive.

To be brief, the results show that our proposed collusion prevention method is suc-
cessful in preventing the formation of colluding groups among the selected participants
with high accuracy. This is due to the correct selection of indicators as well as accurate
settings of the thresholds.

6 Conclusions
In this paper, we proposed a participant selection framework for social participatory
sensing systems. Our system leverages a customized random surfer to crawl the multi-
hop friendship relations and identify well-suited nominees. The system then selects the
final participants among the nominees. The selection is done in a way that it prevents
the formation of a group of colluders within the set of selected participants. Simulations
demonstrated that our scheme increases the number of participants who are reputable
and well-suited to contribute. It also performs well in efficient and accurate detection
of colluding groups.
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