Reconfigurable Convolutional Codec
Architecture and its Security Application

Liang Tang Jude Angelo Ambrose Sri Parameswaran

! University of New South Wales, Australia
{l'iangt, ajangel o, sridevan}@se. unsw. edu. au

Technical Report
UNSW-CSE-TR-201403
February 2014

THE UNIVERSITY OF
NEW SOUTH WALES

School of Computer Science and Engineering
The University of New South Wales
Sydney 2052, Australia



Abstract

Wireless communication is an indispensable tool in ourydd@. Due to the open na-
ture of wireless channels, wireless communication is matearable to attacks than
wired communication. Security is paramount in wireless gamication to overcome
these attacks. A reconfigurable convolutional encodeofieicbased physical layer
security mechanism, namé&eCony is proposed in this papeReConwprovides an
extra level of security at the physical layer by dynamicalbdating baseband convo-
lution parameters for secure packd®eConvs expected to interleave normal packets
along with secure packets. An eavesdropper will see thegtaekith changed con-
volution parameters as packets containing errors and volb dhem. However, the
rightful receiver will be able to decode the secure packétisout error. Since the se-
cure packets are dropped at the eavesdropper’s physiea) tagre will be no further
processing of the secure packets by the eavesdroRa&onallows the use of 63.5
billions differing convolution parameter combinatiortse tattacking complexity would
be increased exponentially with the extended byte-IBeLonv Meanwhile, the low
hardware overhead &teConumakes it a low cost solution to enable greater security in
existing wireless systems. Furthermore, the orthogonafioaship betweefReConv
and existing security algorithms such as AES, makes it easytégrateReConwvto
existing wireless systems.



1 Introduction

The revolution in wireless technology has created a pletiodrapplications, ranging
from consumer electronics to highly sensitive military Bgations. Such applications
often need to perform secure transactions over a publicunedit has become com-
mon practice to use cryptographic protocols, such as AEE,, . at the MAC layer
or at the application layer, to encrypt the data before tragsion. Even though these
encryption techniques protect information, the actua tt@nsmitted through the wire-
less medium (i.e., physical message stream, referredpbyascal messagom this
point onwards) can be easily captured by an attacker, dieceireless medium is un-
protected. Successful capture of the physical messagalleill attackers to leisurely
explore security vulnerabilities in the encryption, aneé tisese vulnerabilities to ex-
tract the secure information. For example, eavesdroppirigjwetooth links [1, 2], and
side channel attacks [3, 4]have been quite successful amtgears.

The physical layer security technologies protect the ptafsnessages from ad-
versaries by reducing the chances of packet capture. Thuqassibilities of offline
attacks would be completely eliminated. One of the methae@sl us frequency hop-
ping. For example, in Bluetooth Adaptive Frequency Hopi#sgH) mode, there are
79 channels one can use to send a packet [5]. By hopping clsaareording to a
pattern known to only the transmitter and the legitimatesigar, an eavesdropping
adversary can be confounded.

Frequency hopping comes under the broader umbrella of dipgeaSpreading [6]
in wireless protocols has an inherent ability to hide thegidgl message, however, it
is vulnerable to cross correlation analysis [7]. Spreadingiost has a few thousand
possible ways in which to send a message, depending on thefdtze spreading code
[8].

Custom secret modulation mapping schemes were attemp@cdimanother phys-
ical layer security mechanism. Even though this would ceeafine adversary, an ex-
haustive attack on the physical message to find the corredtilaiion mapping scheme
is not difficult, since there are very few modulation mappsegemes. The number of
modulation schemes used to confuse an adversary in {9]sthe QPSK modulation
scenario.

A function block diagram illustrating the Wi-Fi physicalfer is given in Figure
1.1. Incurrent literature, there exist proposals to chahg@arameters associated with
the spreading ([10]), modulation mapping ([9]), and puret{il1]) signal processing
function blocks for security applications. For the firstéinin this paper we propose a
method to dynamically change the parameters of the coriwahitencoder and the cor-
responding receiving component, Viterbi decoder, in otdenake the exhaustive anal-
ysis harder. The convolutional encoder and Viterbi decpaérare primarily used in
wireless communication for error correction. Viterbi ddeois a complicated compo-
nent in wireless protocol signal processing systems. Wsthad convolutional encoder
unit and the corresponding Viterbi decoder have fixed patarseln our system, these
units are flexible, and their parameters can be changedyafidese changes, allow
approximately 63.5 billion possible parameter combinatioCreating a complicated
run-time reconfigurable convolutional encoder and decpdirenforces a much more
complicated decoding strategy, making an exhaustivelatiacthe wireless channel
very time consuming. Such a finer switch within a protocol midke the prediction of
the parameters harder by many folds.

We are proposing a security engiriReCony which will utilize a fast switching
reconfigurable convolutional encoder and Viterbi decodechtange convolution pa-
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Figure 1.1: PHY layer signal processing function blocks

rameters at runtime. OUReConwengine is tested on Wi-Fi (for proof of concept) and
can be applied to any wireless protocol which utilizes cdmional encoding as an
error correction mechanism.

Outline

The rest of this paper is organized as follows. In sectiorh@,durrent literature on
physical layer security is reviewed. Section 3 providesrttethodology ofReConv
based secure communication. Section 4 and section 5 shaxpeeimental setup and
results. The conclusion is given in section 6.

2 RELATED WORK

Currently, there exist techniques to provide security &t physical layer of wire-
less communication, such as spread spectrum technoldgié2[ 13, 14, 10], mod-
ulation mapping constellation technologies [9], and edx@sper channel degrading
techniques|[15, 16, 17].

Spread spectrum techniques are commonly utilized in theipalayer of a wire-
less communication system to disperse the information av@mnge of frequencies,
thereby increasing the transmission bandwidth while reduthe interference from
the other signals [18]. Realising the actual informatidrusing a secret spreading pat-
tern is an effective way to hide the information over wirsleBannels. Direct sequence
spread spectrum (DSSS) approach [10] spreads a low bardsigttal over a broad
frequency range. Hence the low power signal is obfuscateddogroise in the medium.
Frequency hopping spread spectrum (FHSS) [6, 19] is an inepnent for spread spec-
trum to address security, where the wireless signal is tné@ted by hopping to differ-
ent frequencies. Both the transmitter and receiver switeuencies, either, when an
attack is detected, or continuously to confuse eavesdrepfdée hopping sequence
is shared between the transmitter and the intended reds#fere the transmission as
a secret key. Bluetooth uses a pseudo-random frequencyriap@pFH) [12] to fur-
ther obfuscate the dependency between communication aret &ey establishment.
PFH allows the transmitter and receiver to randomly hop tiemint frequencies and
exchange the key when they happen to operate at the sameffi@guvhich will be
at a random unpredictable instance [20]. Ling and Li [13] eltetl the spread spec-
trum to handle jamming attacks, where an adversary canusibstre spectrum signals.
Martin et al. [14] proposed a Hybrid Spread Spectrum (HS&xnlining FHSS and
DSSS. HSS increases the complexity of decoding/desprgéalithe eavesdropper, by
changing the length of the data through the DSSS, while mgpfpequencies through
the FHSS.



A modulation mapping constellation approach is presemtdl]j where the trans-
mitter and receiver use a secret custom constellation mgp@lodulation involves
converting the bit sequence real and imaginary componesitg & constellation dia-
gram. To decode the message correctly, the receiver nekdewothe type of modula-
tion used as well as the mapping structure of symbol to biteege (i.e., constellation
diagram). Hence, the authors in [9] created a custom seorettellation mapping
scheme by changing the relationship between constellpbants (i.e., real and imag-
inary) and bits. For example, 16QAM can use circular colateh or rectangular
constellation. The mapping from bit sequences to consimtigoints will havel/!
variations for a M-symbol modulation constellation. Théueaof M can be a small
number in certain modulation scheme. For examplés only four in the QPSK mod-
ulation. Thus, the modulation mapping constellation apphocan be easily broken.

A reconfigurable puncturing pattern is proposed to enchgtbmmunication data
in [11]. Puncture is a signal processing block after the otrtional encoder or the
Turbo encoder to intentionally remove certain encoded bit®rder to improve the
data rate. The receiver appends dummy bits according tauthetyring pattern so that
the convolutional decoder or Turbo decoder circuits candeatical for both punc-
tured and non-punctured data. All appended dummy bits caclassified as error
bits, however, due to the error correction ability of theaaational decoder and the
Turbo decoder, these errors can be recovered. A normal masdquence is generated
to control the puncturing pattern in [11]. When the eavepdes doesn’t know the
puncturing pattern, the received packet cannot be sucdlysdécoded.

Phased array [21] enables secure wireless transmissicgrshancing signal trans-
mission in the direction of the desired receiver, while @elgng the signal in most of
the other directions. Such directional transmission nexguan adversary to use so-
phisticated sensitive receivers to recover the suppresigaedls. To address such a
vulnerability, Babakhani et al. [22] proposed a near-fieladoation technique with
a reflector switching antenna, which would generate theectisignal constellation
only in the desired direction. The signals for other direts were scrambled using a
parasitic array based transmitter. Daly and Bernhard [iafp@sed a similar technique
using phased arrays. Chorti et al. [15] proposed to degtaeleigenvalues of the
eavesdropper’s channel, compared to degrading the eaygstis SNR, by injecting
noise into the channel. Chorti [16] further proposed todhjemming signal to degrade
the eavesdropper’s channel, than using plain noise to ivegdie security.

Similar to the approaches introduced in this section, we@@ase to share a secret
key to change the physical layer signal processing, but mibhe parameter combi-
nations to increase attacking complexity. The modulati@pping constellation ap-
proach [9] always use a fixed (but secret and custom) coastelldiagram. Hence ex-
haustive search is feasible by the adversary, since [9]lwesg! variations. Spreading
techniques can hide the information in a pseudo-randonadprg code, but intensive
correlation analysis can find the spreading code. For ex@nuplly 2'! correlation
calculations are needed to estimate the spreading codenuserl802.11b Wi-Fi stan-
dard. The channel degradation techniques [15, 16, 17] clrreduce the possibility
of an attacker capturing the signal, however, sophistitetgiipment can be used to get
around channel degradation. The number of parameter caidoiis possible in our
proposed security mechanism is tremendously larger caedpar existing physical
layer security approaches. Furthermore, the time conguiiterbi decoding algo-
rithm must be executed to try each parameter combinatias felature improves the
attacking complexity in another order. We also proposendaoanly change the param-
eters during transmission and to interleave the securegptmeakd the normal packets



together, hence, making the exhaustive approach almosisisitie. We are assuming
the existence of a safer secret key exchange mechanismpssprbin [12].

3 The methodology of ReConv Based Secure Commu-
nication

The methodology of secure wireless communication baseth@lynamic reconfig-
urable convolutional codec architectuReConyincluding theReConencoder and the
ReConwdecoder, is presented in this sectidReConvencoder is an iterative parallel
LFSR based reconfigurable convolutional encoder,R@@onwdecoder is a reconfig-
urable parallel Viterbi decoder.

Convolutional encoder and its corresponding decodingtfandlock, Viterbi de-
coder, are generally utilised in wireless communicatiostesyis to correct the com-
munication error with the redundant coded bits. Convohdl@®ncoder converts each
1-bit information symbol into an n-bit coded symbol, whéye is the coding rateR.
The transformation is a function of the last K informatiomrgyols, where K is the con-
straint length. Convolutional encoder is designed usingnaar Feedback Shift Regis-
ter (LFSR) structure, with additional XOR operators. Thentver of output branches
equals ton, and the inputs of XOR operators are defined by octal polyatsyj for
thei*" branch. The Wi-Fi convolutional encoder is depicted in Fig8.1 as an exam-
ple. Please note that the relationship betweemnyttand the inputs of XOR is revealed
by the dotted lines.

Output branch 0 ,
| 4

Wi-Fi convolutional encoder parameters:
Constraint length K: 7; (this number equals to
Input the number of flip-flop plus one);

data ﬂ ﬂ ﬂ Coding rate R: 1/2; (the number of output
4

branches equals to 1/R.)
Polynomial g0: 133 (octal format) =1 011 011;

AN » Polynomial g1: 171 (octal format) = 1 111 001;
Outputbranch1 "=~ _ -

—

Figure 3.1: Wi-Fi convolutional encoder

3.1 ReConv Secure Communication

The secure reconfigurable convolutional codec architeatansists of a circuit based
dynamic reconfigurable convolutional encoder at trangmside, and a reconfigurable
Viterbi decoder at receiver side. When the secure infomnatieeds to be sent, both
the convolutional encoder at the transmitter and the Viitgelooder at the receiver are
set to a new set of predefined parameters. We assume a progleaumeam in place to
have this mutual switch using upper layers, for examplesisaskeys are exchanged
between the transmitter and receiver offline. Since ouutitiased reconfigurable ar-
chitecture is able to achieve ultra-fast switching, thenmalrcommunication and the
secure communication can be interleaved. Such interlgaiges the secure commu-
nication within the normal communication.

Figure 3.2 shows a secure communication scenario inténigavith normal com-
munication, which is video transmission. Transmitter saihe video payload packets



to receiver using the Wi-Fi protocol, setting parametdor the convolution codec.
These video packets are shown as single (blue color) vedicaws in Figure 3.2.
Both the receiver and eavesdropper can successfully délcesie packets at the physi-
cal layer, checked by the CRC (marked as a “tick” in Figurg.3T2ansmitter changes
the convolution parameters to when the secure information is to be sent. Receiver
knows the timing to change the convolution parameter, wedteesdropper does not
(note that there is an exchange mechanism in place from Ugperas described be-
low). Thus, receiver can decode the secure packet corré&alyesdropper’s receiving
circuit still decodes the received signal using paramgtand a CRC error will be ob-
served by the eavesdropper to indicate a receiving erneceShe eavesdropper would
still assume that the protocol is Wi-Fi, the eavesdropperldolassify this error as oc-
curred due to the wireless channel noise or interference.upper layer protocols at
the receiver will despatch all video packets to video Appilevall secure information
packets are despatched to a secure text App.

Sender —>' 4us | — .
q ja |«a qa fla' Ja Ja Ja q (la' Ja
e 6 o ® © o ® @ o
doser IV IV IV Vixlviviv v s lv
Receiver¥y” Vv W/ \ YA VA VA N4 4 \ 4 V4 VAN
~ \\ AN / 7 < - _ -7
SN\ e =T >,
App 1 : - App 2
(video) (secure text)

Figure 3.2: Reconfig convolutional codec secure scenario

The transmitter and receiver exchange a secret key offlimmifamon standard
practice in wireless applications [5]). We propose the etekey (S), which is a set
of parameter combinations, for our solution as shown in Hqoe.1. P is the time
defining when the next secure mode will be activated. We sspitat the sender and
receiver sharing a common clock, such as the GPS atomic.cltag0, g1, g2 andg3
are polynomials for branches 0, 1, 2 and 3 represented bymatebers. The constraint
length, K, can be derived by the highest valid bit position of polynalsii For example,
the value ofK in Wi-Fi can be concluded as seven through its polynomiafsee
in Figure 3.1, because the highest valid bit position of bglthand g1 is six. The
coding rate, or the number of output branches, is not indudéehe secret keyY),
since it is directly decided by the polynomial. Thecan be set to zero to disable the
corresponding output branch. For example, both g2 and g8asoein Wi-Fi, since the
Wi-Fi coding rate is 1/2.

S = {PG)}
G = {90,91,92,93} (3.1)

Algorithm 1 depicts the flow of the transmitter and the reeeuring secure and
normal communication. Aligning with the standard praciitevireless communica-



tion, we allow the transmitter and the receiver to use theesaseudo random number
generator PRNG which will generate the same random number from a given seed
(SD. TheSDis exchanged offline with thg, as well as th€ RNGbetween the trans-
mitter and receiver. Both transmitter and receiver will ab®the initial set of param-
etersC; from S. The seedSD will be utilised for the first time the?RNGcreates a
pseudo random number. Iterations after that will align dhlends to create the same
pseudo random numbers at every iteration. This will enabtssing the exact same
parameters at both ends at a particular switching instaftte convolution parameter
for the current secure packet is selected by3Efunction and configured by tHeET
function. The procedures for convolution parameter sgttire the same at both the
sender and the receiver. The receiver waits for the seculeepwith the alternated
parameter for a predefined waiting time window. The receiviirexit to normal re-
ceiving, after either receiving a valid secure packet, metut without receiving the
secure packet within the predefined time window.

Algorithm 1: ReConSecure Communication

1 Offline: exchanges, SD, 19 until transmission end

2 Offline: decidePRNG 20 Receiver:

3 Offline: choose{C;} € S; 21 repeat

4 Transmitter: 22 normal transmission

5 S1=S; 23 receive normal packets;

6 repeat 24 enable secure mode after

7 normal transmission 25 secure transmissign

8 send normal packets; 26 useSDfor the first time switch;
9 enable secure mode after 27 Sr=.581+1;

10 secure transmissign 28 r = PRNGS);

11 Sr=5Sr+1; 29 {C,} =SELGS, r);

12 r = PRNG(S7); 30 SET K, ¢0, g1, g2, g3 € {C})};
13 {C,} =SELS, r); 31 receive secure packet or timeout;
14 SET K, g0, g1, g2, g3 € {C..)}; 32 enable normal mode;

15 send secure packet; 33 normal transmission

16 enable normal mode; 34 switch to normal protocol,

17 normal transmission 35 until transmission end

18 switch to normal protocol:

3.2 Extended ReConv

ReConvs extended on two folds to increase the hacking complekifie levelReConv
and fake CRC.

Byte Level ReConv

Each byte of a secure packet can be applied a unique set oblational parame-
ters, since the proposed parameter switching at the prdpasevolutional encoder
and Viterbi decoder can be completed within a single cloakecthrough multiplexer
switching. This byte level parameter switching ability snmed aBL ReConv The

size of the security key would be increased linearly; howebhe hacking complexity



would be increased exponentially. For example, when tw® @etonvolution param-
eters are applied, the size of polynomial array G is doublddle the attacker’s brute
force complexity would be squared. The choice of how many sEtonvolution pa-
rameters are to be used for a single secure packet, is to lidedday the user after
considering the trade-off between the security key sizethadhacking complexity.

Fake CRC

A fake CRC mechanism is proposed to remove the easy secuketpdentification.
Once theReConvsecure communication mechanism is released to public, atsma
eavesdropper may identify the secure packets from othdwepawith CRC error, es-
pecially when the wireless channel condition is good. A fa@lC is generated at the
transmitter and appended at the end of the packet. Whendrapger decodes the se-
cure packet with the convolution parameter defined by WiHe,CRC comparison can
be successfully passed by comparing the locally generaid & eavesdropper and
the fake CRC. To achieve this ability, the signal processinthe transmitter would
have to be increased greatly. The fake CRC generation meschas illustrated in
Figure 3.3.

ReConv | _
decoder |
(a) ® ® ®
Info @) MUX » CRC | ReConv — Encoded
” ~ " byt
bytes (2) encoder @) ytes
@ | N bytes information | =3 CRC gen. for the intended receiver
%

% E @ | N bytes information | CRC_r |—> ReConv encode with parameter G

5 o —
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o | ReConv encode for faked CRC by
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i
v ® CRC_fc —_— e —> Send to RX with the stored (3)
: - ‘@— .

(c) Final format: | N bytes encoded data, under parameter G | CRC_rc | CRC_fc

Figure 3.3: Fake CRC generation

The CRC for the intended receiver, CR{ds encoded to CRCc with convolution
parameter G. The encoded data and QR@re stored, meanwhile, they are fed back
to the transmitter side through a Viterbi decoder which iedixo the Wi-Fi convolu-
tion parameter. Both data and CRC can be decoded, howeetpdhe convolution
parameter mismatch, the decoded data and @iR&re different from the original in-
formation data and CR@ In fact, these decoded results simulate the eavesdrepper
behavior. Thus, the fake CRC, CHR{Ccan be generated according to these decoded
results. Finally the CR@ is encoded to CRGc by the Wi-Fi convolution parameter
and sent to the receiver with the stored encoded data andr€RC

There are two CRC fields in the final encoded packet, showrguari3.3 (c). The
CRCfc is for the eavesdropper and it will be discarded at thenidéel receiver. The



CRC.rc is for the intended receiver for error checking.

Figure 3.4 gives an example of interleaved transmission sé@ire image and
an unsecure image. When the fake CRC is not applied, theespagkets would be
automatically dropped at the eavesdropper, thus the seoage cannot be sensed at
the eavesdropper. However, a smart eavesdropper may erheireason behind the
CRC errors. When the fake CRC is applied, the eavesdroppksdasble to receive and
open the secure image correctly; however, the image caxenild look like random
noise. Therefore, the eavesdropper may think this is theecbreceiving image, and
further investigation at the eavesdropper side can be sthpp

Transmitted Images Received Images @
Eavesdropper Receiver

The unsecure image can be received

The secure image cannot be detected in
the basic ReConv and BL-ReConv mode.

The secure Image

The received secure image in fake CRC mode:
the image content looks like random noise.

Figure 3.4: Secure image attacking scenario

3.3 ReConv Security Complexity

The secret key foReConus defined in Equation 3.1. Apart from the timing parame-
ter P, the four polynomials array G defines the alternatedgaation behavior. These
polynomials create a large set of combinations for the $&eneC;. Each polynomial
has2X combinations. Excluding the non-realistic “all zero” arsirigle one” (such as



the binary format: 000000010, the information bits will lsdirectly through the
XOR components) combinations, the number of applicabletdoations for convolu-
tion, NUM_comb, is shown in Equation 3.2. The K is the constraint lengtid B is

the number of output branches. The maximum K and B are 9 anéRé@onyand the

NUM _comb is 63.5 billion.

NUMomp = (28 — (K +1))% (3.2)
complexity = NUM_comp * cycle VT B (3.3)
cycle VT B = NUMy;s * cycle VT B/bit (3.4

The complexity for the eavesdropperpaedicta secret key is extremely compli-
cated, even if the eavesdropper could read the raw data. drhplexity of attacking
a ReConwvsecure packet is given in Equation 3.3. Thele VT B is the number of
clock cycles to decode a packet in Viterbi decoding. The derify is decided by
the number of bits in the secure packatl({ M;;;s), and the number of clock cycles
to decode a single bit in Viterbi decodingy¢le VT B/bit). We explored the Wi-Fi
cycle VT B/bit on an Xtensa ASIP [23] processor. The profiling result frorensa
shows that 14720 clock cycles are needed to decode a singl@te eavesdropper
will not be able to confirm the correctness of the predictdgmpmmials until the whole
packet is decoded and the CRC operation is performed. Gi90@ bytes packet,
about 118 million (14720 * 1000 * 8) processor cycles are eedd estimate one key.
Given a 2GHz processor, 59 ms would be consumed for a singiesguf the key. To
attack this secure packet, 119 years would be used with thes&tASIP, if the 63.5
billion combinations of convolution polynomial parame@&have to be guessed. If an
eavesdropper uses a hardware based Viterbi decoder fongathecycle VT B/bit
can be reduced significantly. Ten clock cycles are neededdod® a single bit when
our proposed reconfigurable Viterbi decoder architecttgilised. For the 1000 bytes
secure packet example, 96000 clocking cycles are needgddnd key. With 63.5 bil-
lion parameter combinations, an eavesdropper needs 3gs3tdattack the key by
brute force with a 2GHz working clock.

WhenReConvs working in the extended modes, it is more harder for ansdrep-
per. When théBL ReConvus applied, the attacking complexity is increased exponen-
tially. The eavesdropper has to try the all combinationsauflqet byte segmentations
since he has no idea on the packet byte boundary for theeliffepnvolution parame-
ters, and the complexity in Equation 3.3 applies to each seggtion. To successfully
hack a secure packet, the convolution parameters from gtheetations should be
matched with the packet sender’s definition.

The fake CRC improves the security by another fold. Sincesthesdropper can
pass the CRC check, he cannot identify which packet is theregracket, and which
packet is the normal packet. As the secure image exampleyird-3.4 shows, the
transmitted secure image can be opened correctly. It is a®t & decide that the
content of the image is meaningless.

We show a brief analysis on the securityReConun terms of information security.
The underlying theory is creating an encoded data througtomisation for security,
which is only decodable by the intended receiver. EquatiérsBows the formulation
for unicity distance from the information theory, where H{Sthe entropy of the key
and D is the redundancy of the transmitted packet. Since grerNUMcomb possible
variations to the keys and the packets (or contents in the packets) are indepetwdent
each other (i.e., equally probable to create the same edatada), the unicity distance



of ReConvis U =~ (log(Numcemp)/0) = oo. This indicates that the attacker will
not be able to determine whether the decoding is correctdégss of the number of
encoded packets received.

U=H(S)/D (3.5)

3.4 Reconfigurable Convolutional Encoder

Convolutional encoder encodes the information symbols @iseries of concatenated
shift flip-flops with additional XOR components. A serial ilementation of the Wi-
Fi convolutional encoder is shown in Figure 3.1. Howeverapal implementation
of convolutional encoder has become the common practideeiindustry to improve
throughput and reduce power consumption. A parallel impletation of the Wi-Fi
convolutional encoder is shown in Figure 3.5 (a).
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Figure 3.5: Reconfigurable convolutional encoder: (a) [franplementation, (b)
ReConvEncoder

We investigated the structure of parallel implementatmficnvolutional encoders
and found that the XORs and shifters form a unig{@®R matrixfor each protocol.
And the inputs for each tier of XOR operations in tl@R matrixare merely a shifted
version of the buffered input bytes. Thus, tk®R matrixcan be split into multiple
stages such that the reconfigurable design can be efficient.

The proposedreConvencoder is shown in Figure 3.5 (b). Same as the parallel
encoder implementation, the input buffer registay 1 andBus Combconstruct a 16
bits input bus, including the current 8 bits input data aral phevious clock cycle 8
bits input data. The two reconfigurable shifters, impleradry the barrel shifter ar-
chitecture, two XOR components arely 2form the split version of th&XOR matrix
in Figure 3.5 (a). The two reconfigurable shifters along witlie XOR can perform the
first XOR operation with two shifted versions of input datadaOR 2performs the
second XOR operation with the result of the first XOR operatind the buffered XOR
result from the previous clock cycl®dUX 1 andMUX 2 select the correct configura-
tions for the reconfigurable barrel shifters, whHiléJX 3 can disable the feedback path
from reg 2in the first iteration in the split XOR matrix. For the Wi-Fiweolutional
encoder given in Figure 3.5 (a), three iterations are netdenimplete the XOR matrix
operation.

10



3.5 Parallel Viterbi Decoder Implementation

The reconfigurable Viterbi Decoder, i.ReConwecoder, is extended from the parallel
Viterbi decoder (PVD) implementation which is introducedlis section. PVD can
decode 8 states in parallel style and provide the high thrpugViterbi decoding. Its
throughput is fast enough to support all the data rates ifrMVi-

Viterbi Decoding Algorithm

Trellis decoding is used for Viterbi decoding, which finde thost likely path in a trel-
lis diagram, showing the state transitions of the convolutiFSR over time. The Fig-
ure 3.6 gives an example trellis diagram for a K=4 convohaiencoding. The eight
cells in each column represent the all eight possible sfatdébe convolutional LFSR.
There are five columns for stage i to state i+4. Each stageiasss to a decoding
bit. The solid paths are the possible state transition wherrtput of the convolution
LFSR is 0, while the dashed paths are the possible statétioanshen the input of the
convolution LFSR is 1. The red lines indicate the most likghth, which reveals the
convolution LFSR input bit sequence, i.e., the informatida before the convolutional
encoding. The PVD's job is to find the most likely path to dezdide convolutional
codes.

Figure 3.6: Viterbi decoding trellis diagram

The state i of stage k in a trellis diagram, as illustrated iguFe 3.7, has two
possible states4(0,:) andZ(1, 7)) in the previous stage k-1, depending on the input
of the LFSR (either "0” or "1"). Both branch metrics from st& (0, ¢) at stage k-1 and
stateZ(1,4) at stage k—LX,ﬁO’Z) and)\,(c“) respectively, are needed. Each branch metric
is calculated by the individual branch at first, then all tharizh results are summed
together in to a single branch metﬁé’””).

Both the received symbol and ideal symbol are required toutatle the branch
metric for each branch. The ideal symbol is determined byctirgent of the LFSR
and XOR polynomials. A local convolutional encoder, ideatito the convolutional
encoder in the transmission circuit, is needed to gendnaédeal symbol. The output
at each branch for this ideal symbol is only a single bit, Wwhigll be multiplied with
the received symbol to measure the correlation.
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Figure 3.7: Survivor path ACS operation

The results of all branches are summed together to genbeafi@al branch metric.
For example, for 802.11a two branches Viterbi decoder, tipaits for stateZ (0, )
at stage k-1 are 0.9 for branch A and -1.2 for branch B. If tleidranch A and B
results are 1 and -1, then the branch metricsA@, ;) at stage k-1 would be 2.1 =
0.9 x 14 (=1.2) x (=1).

In the present context of Viterbi decoding, whenever twdpaterge in one state,
only the most likely path (the best path or the survivor pagds to be retained. The
path which is currently better will always stay better, withll possible extensions to
the path [24]. This process is referred to as the add-corrgeleet (ACS) recursion.
The path with the best path metric leading to every statetsragned recursively for
every step in the trellis. The metrics for the survivor pdihrsstate: at stagek are
named stage metricg ;. 7 iS the best path metric for the paths leading to state i,
which is the sum of the state metrics of the predecessorssaate the corresponding
branch metrics. A path metric is a sum of metrics of all brasdn the path. The path

metric of state i at stage k for m LFSR inpyﬁ”’i) is defined in Equation 3.6:

(m,1) (m,i)

Vi = /YZ(m,i).,kfl + )\k ) me [07 1] (36)

TheZ(m, 1) is the state transition function which determines the predsor state:
zx—1 = Z(m, ). Them is the estimated LFSR input bit and it can only be 0 or 1.
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The state metrics; ;. is determined by selecting the best path (survivor path):
Y = MAX {40 40} (3.7)

Figure 3.8 shows an example of survivor path selection. Rerstage i at stage
k, the following operations are executed: Firstly, the brametrics)\,(co’l) and )\,(Cl’l)
are calculated by measuring the distance between the egtgywnboly;, and the ideal
channel symbat;.. Secondly, the stage metrics on the previous stage tk-});) 1—1

andyz,,i),k—1 are retrieved from memory. Thirdly, the path metr&ég’” andy,(cl’l)
are calculated by adding the stage metrics on the predecstsges and the branch
metrics. Lastly, By comparing thggo’i) andy,(cl’i), the state metricsiykzy,(cl”‘) and the
decision bitd;, k 1 are determined.Thggl’” is the maximum path metric in state i at
stage k. Both the state metrigs;, and decision bit;, k£ are stored in memory.

These ACS operations should be executed for each state instage. For a
802.11a (=7, and 64 states) frame with 4096 bits, these ACS operatiead to be
iteratively executed 262144=4096*64 times. Working on.8Q22’s highest data rate,
i.e., 54Mbps, these 262144 iterative ACS operations musinished within 4856s
[8], or 54 ACS operations per microsecond.

Despite the recursive computation, there are still N betppursued at the last
stage. In communication protocols, this state of the lagiesis predefined, called a
terminated trellis diagram, so that the whole state tramrsjiath can be retrieved from
the last stage according to the stored decisiondits.

The decoding latency and requirement on storage unit apoptional to the length
of the trellis, especially when the packet frame is long.tlemmore, in applications
like broadcasting, a continuous sequence of informatitstas to be decoded rather
than a terminated sequence. Fortunately, the acquisitidrtrancation properties of
the Viterbi algorithm [24] allow the Viterbi algorithm to dede data when the final
stage state is unknown, with negligible performance lasses

There are N¢(5—1)) survivor paths at stage k on a certain trellis diagram. &hes
paths merge, when traced back over time , cadledivor depthD, into a single path.
One example of the merged path is shown as the red line in &&8: This merged
path is referred to as tHaal survivor. For trellis steps smaller than— D, the paths
will merge into the final survivor with very high probabilityThus, the trellis steps
smaller thark — D have a very high probability of being correctly decoded. dtwer,
the requirement of storage memory can be reduced when thie widis is chopped
into multiple decoding sections. The trellis steps frém D to k can be left to the
beginning of the next decoding block so that these trelbpstcan still be correctly
decoded. The survivor depfh is usually selected a® = 5K [25].

PVD Architecture

The block diagram of PVD is shown in Figure 3.9. The major comgnts in PVD are
branch metric unit (BMU) and add-compare-select (ACS), taackback (TB).

The BMU and ACS complete the branch metric calculation, padkric accumula-
tion and path decision, as detailed in the previous seciitve. TB generates the final
output bits from the PD RAM, which is maintained by the ACS.olaccumulated
metrics storage (AM) RAMs (13*64 bits each) are used to dioeeaccumulated path
metrics and two path decision storage (PD) RAMs (96*64 katsh¢ are used to store
the path decision bits for each decoding truncation. The ICfTRdule is the state
machine manager for the whole PVD.
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The signalsta acsfeeds the starting state for each parallel ACS operationUBM
generates the ideal convolution LFSR output based on the stanber specified by
sta.acs and the branch metrics are produced by the correlationisfidieal LFSR
output and the received coded symbol. ACS accesses AM/PD RANIdate the ac-
cumulated path metrics and path decision, according tordmech metrics from BMU
and the previous accumulated path metrics. §thgedoneassertion signal, utilised to
control overflow, indicates ACS that all the states in a stageprocessed. Traceback
is initiated using theéb_start signal. sta_tb signal gives the state number of the starting
stage of traceback.

The input bitstream is chopped in to multiple overlappingtrations to save the
RAM usage [26]. The length of each truncation is fixed to 96 witPVD, and the last
truncation can be shorter.

Parallel processing of states is applied in PVD to accedeitsg BMU and ACS
operations. There a2’ ~! states on each stage, i.e., there 2ffe’! operations to
decode a single bit. For Wi-Fi, there are 64 states sincédstli® 7. PVD can process
eight states on each cycle for BMU and ACS respectively. Biglst cycles§4/8 = 8)
are needed for a single stage processing in Wi-Fi Viterbbdew, and 768 cycles
(96 x 8 = 768) are needed for the 96-stage truncation decoding. Howaduerto the
truncation characteristic [26], the last 32 bits may not beatled correctly and they
need to be decoded again in the next truncation. Both BMU aD8 Aave the same
parallelism structure. BMU generates the branch metricgight states within one
cycle and feeds to ACS in a pipeline manner. The ACS then epdhe path metrics
for the assigned eight states in the next cycle. The TB psingss relatively simple,
which traces the each decision bits in one cycle. 96 cycleseqguired to trace a
truncation since the truncation length is 96.

ACS needs to update the path metrics by reading and writinggedAM RAMSs.
To avoid the AM RAM read/write conflicts, two AM RAMs are uskd: a reading
AM RAM holds the accumulated path metrics for the previoagst a writing AM
RAM stores the calculated path metrics for the current stAjben all the states in
the current stage are processed by ACS operations, thefrthle twvo AM RAMs are
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Figure 3.9: Parallel Viterbi decoder block diagram

swapped (i.e., the read AM RAM will become the write AM RAM attné write AM
RAM to the read AM RAM). Similarly, two PD RAMs are used to agidhe read/write
conflicts. When one PD RAM is written by ACS, the other PD RAMIWE read by
TB to traceback the decoded bits. When ACS finished its cutrencation operation,
the role of the PD RAMs will be swapped.

3.6 Reconfigurable Viterbi Decoder

Viterbi decoder is the decoding function block for the cdational encoded data. Due
to the highly complex signal processing capabilities regplifor Viterbi decoding, a
hardware implementation is preferred.

A hardware based reconfigurable parallel Viterbi decode¥ R, is proposed based
on our 8-state parallel implementation, which is detaitedaction 3.5. The block dia-
gram of the parallel Viterbi implementation is shown in Rig3.9. Only two modules,
branch metric unit (BMU) and add-compare-select (ACS) ugeated from the paral-
lel Viterbi implementation for the reconfigurable Viterl@abder, which are detailed in
the following sections.

Reconfigurable BMU

BMU is used to calculate the branch metric which measuresdtrelation between the
noise included received symbol and the locally generatedl symbol. The stronger
correlation indicates the received signal is more likelyriatch with the ideal signal.
The linear distance is utilised in RPVD as the branch metinze it is less complicated
and shows good performance [27].

The reconfigurable BMU supports different combinations ofypomial set G ,
constraint length K and coding rate R.

Both the received symbol and ideal symbol are required toutatle the branch
metric for each branch. The ideal symbol is determined byctirgent of the LFSR
and XOR polynomials. A local convolutional encoder, ideatito the convolutional
encoder in the transmission circuit, is needed to geneneédeal symbol. The output
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at each branch for this ideal symbol is only a single bit, whigll be multiplied with
the received symbol to measure the correlation. Since thedbcoding rate R is four
in ReCony, each serial convolutional encoder has four output brasichige key part of
reconfigurable BMU is the processing of reconfigurable XORrapon polynomials
Jo - g3, Which defines the behaviour of the serial convolutionalogiec. The block
diagram of one reconfigurable XOR branch is illustrated iguFé¢ 3.10. The.FSR
bus including LFSR input and content, is fed to nine AND gatebe3e AND gates
are enabled by theetting bus which selects the inputs for XOR operator from the
LFSR busBy changing thesetting busdifferent XOR operations can be completed.

The number of states at each decoding stage is the major factthe Viterbi
decoding throughput as each state needs a branch metnidatadn. The number of
states for a given constraint lengihcan be defined agX —!. For example, Wi-Fi has
64 states with K=7. An 8-state parallel processing techmiguapplied in the parallel
Viterbi decoding, thus, 8 iterations are needed to caleula 64 branch metrics for a
single bit decoding in Wi-Fi, and each iteration only congsmone cycle. When the
number of states is changed due to a change in constrairthl&ngnly the number of
iterations will be changed.

The convolution coding rate affects the error correctiopatality. The number
of output branches equals 1R, and all the output branches results are summed
up to provide a single branch metric for the specific statahadgh the branch out-
puts summation circuit is fixed, the output of the unused ¢hes would be zero as
the corresponding polynomial parameters are zero. For pbearthe polynomial G:
go = 133,91 = 171,92 = 0, g3 = 0, defines the two output branches used for Wi-Fi
convolutional coding.

Reconfigurable ACS

ACS updates the path metrics and decides the path decigifor bie specific state in
the specific stage, the detail ACS concept and parallel imelgation can be found in
section 3.5.

Only the constraint length K affects the reconfigurable A@®I the polynomials G
and coding rate R have no impact on the ACS operation. Sirnaildre reconfigurable
BMU, several iterations are needed to process all the states single bit decoding
and the number of iterations is reconfigurable by@id&RLmodule.

The accumulated path metrics and the path decision needies $h the AM and
PD RAMs, as described in section 3.5. A larger value of K néadger AM and PD
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RAMSs. Sixty four element entries are needed for both the AM RAMs. The
size of each entry in the AM/PD RAM is given in the section 3.5.

4 EXPERIMENTAL SETUP

ReConvhas been implemented in Matlab and RTL for security proteeoification
and hardware performance evaluation.

The whole Wi-Fi baseband is designed in Matlab at first. Thenconvolutional
encoder and Viterbi decoder are replaced byRe€onvwencoder and decoder. The
ReConyBL ReConmand fake CRC modes are verified.

ReCony including the reconfigurable convolutional encoder, Nitelecoder and
CRC, is designed in RTL. To compare the hardware performavedieads, a standard
Wi-Fi convolutional codec is also implemented. B&aConmand Wi-Fi RTL have the
same Viterbi decoding settings: 7-bit soft decision, tation length 96 and 8-state
parallel processingReConuis forced to support the same constraint length as the Wi-
Fi for fair comparisons, i.e., K=7. All eight data rates in-¥i802.11a, listed in Table
4.1, are supported by the propogeeConv

Table 4.1: Wi-Fi 802.11a data rates
RO R1|R2| R3| R4| R5| R6 | R7

Data rate (Mbps) 6 9| 12| 18| 24| 36| 48| 54

The test vectors foReConvand Wi-Fi RTL are first generated using the Matlab
program. These test vectors are then fed into both the RThdrshes. RTL simula-
tions are performed (using Mentor Graphics ModelSim) amdftimctionality of these
implementations is verified before performance analysigafand timing results are
generated by Synopsys Design Compiler with TSMC 65nm teloigigpand power
consumption is estimated by Synopsys Prime Time. Same iexpetal settings (such
as frequency, input/output delay, etc.) are applied to B&@onwand Wi-Fi RTL.

5 RESULTS and ANALYSIS

5.1 Secure Protocol Verification

The ReConvintegrated Wi-Fi baseband Matlab program transmits anawreephoto
and a secure photo (Figure 3.4) in the interleave style asatkin Algorithm 1.

ReConvhas been set to the baskeConyBL ReComand fake CRC modes. The
intended receiver can receive and decode both photos dgrrébe simulated eaves-
dropper cannot receive the secure photo in the lRes@onandBL ReConwmode, due
to the CRC errors on the all packets for the secure photo.diigke CRC mode, the
secure photo can be received by the eavesdropper, howsyegntent is just random
noise, as shown in Figure 3.4.

5.2 Hardware performance analysis
Hardware area and throughput

The area results dReConvand Wi-Fi implementations are summarized in the sec-
ond row of Table 5.1, whereas the throughputs in Mega bitsspeond (Mbps) at
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the transmission (TX) and receiver (RX) are provided in thiedtrow and forth row
respectively.

It is worth noting that the RAM memories ReConvand Wi-Fi are implemented
as register banks since we do not have a proper RAM model. "% gates are
consumed by RAM memories in boReConvand Wi-Fi implementations.

The gate count dReConvs 177.6K, which is only 5% higher than Wi-Fi (168.6K).

Table 5.1: Area and throughput comparison

ReConv | Wi-Fi
Gate count (K) 177.6| 168.6
Throughput (TX) (Mbps) 2694 | 8889
Throughput (RX) (Mbps) 84 93

The throughput is determined by the maximum working freqyeand the num-
ber of processing cycles per symbol decoding. The maximunking frequency is
determined by decreasing the clock period in the synthesistraint file until timing
violation is occurred.

We show how the throughputis calculated using an example nfdximum work-
ing frequency ofReConvis 1010 MHz. Eight cycles will be used to decode a single
bit in the ReConwiterbi decoder. For every 96 bits decoding, only 64 bits re-
sidered valid while the other 32 decoded bits will be disedrdThus, 12 cycles are
required to decode a single bit hence BeConvhroughput (at transmission) is about
84Mbps (84=1010/12). Similarly, the throughput of Wi-Fiptamentations are: 8889
Mbps/TX, 92 Mbps/RX.

TheReConthroughputin transmission is much slower than Wi-Fi impéertation.
This is due to the iterative reconfigurable convolutionalager occupying more clock
cycles for encoding. While in receiving mode, the differeme throughput between
ReConmwand Wi-Fi is only about 10%, due to the longer critical pattagién ReConv

Power consumption analysis

Power consumption is a critical factor in mobile devic&eConvs power efficient
due to two reasons. First, the logic sizeRéEConvs only 5% more than Wi-Fi con-
volutional codec. Hence the overhead in terms of static p@easumption is min-
imal. Second, the parallel processing of both convolufiemaoder and decoder is
supported. Thus, the working frequencyR&Conwvcan be kept low while comply-
ing with the data rate listed in the specification, therelducng the dynamic power.
Figure 5.1 shows the power consumption comparisons betRe&omand Wi-Fi im-
plementations. Clock gating is applied to both implemeatet for TX and RX (to
reduce the dynamic power consumption when the circuits @rased).

ReConconsumes 1.15/32.6 mW for TX/RX in average. Compared to . 0@/31.4
mW average for TX/RX in Wi-FiReConwonsumes 5% more power in TX and 4%
more in RX.

Communication performance evaluation

The secure packet is transmittedReConwvith the convolutional encoding param-
eters which are different with the Wi-Fi specification. Tgpkre the impact on the
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Figure 5.1: Power consumption comparison

communication performance by these parameters which arieam Wi-Fi specifica-
tion, the packet error rate (PER) is evaluated and the meshtiw the communication
performance degradation is very small.

The whole Wi-Fi 802.11a baseband is implemented in Matlaén thoise is in-
jected into the AWGN channel. The measured PER is plottedigarE 5.2. The y-axis
presents the packet error rate (PER) for different Sigoditvise-Ratios (SNR) in dB
(shown in x-axis). Due to space restrictions, we report 1$sjtde convolution param-
eter settings (out of the possible 63.5 billion sets of patens), as listed in Table 5.2.
The test case names are listed in ID column, whereas theingoate and constraint
length are listed in R and K columns respectively. The g0, g2 columns reveal
the polynomial definitions for each test case. The contebit®f polynomials mean
the corresponding convolutional output branches are tidalf-or example, AD has
a coding rate of 2, hence only the output branch 0 and 1 ard.vale g3 for all test
cases are 0.

Table 5.2: PER test case parameter setting

ID R K{ g0 | gl |g2 ID R K{g0 | gl |g2
A70 | 1/2 | 7| 133| 171| 0 U7o | 1/3 | 7| 133| 171 | 165
A71 | 1/2 | 7| 163| 135| 0 U7l | 1/3 | 7| 163| 135| 165
A60 | 1/2 | 6| 132| 162| 0O US50 | 1/3 | 5| 114| 144 | 124
A50 | 1/2 | 5| 114| 144| 0 U40 | 1/3 | 4| 130| 150| 70
A40 | 1/2 | 4| 130| 150| O U3o | 1/3 | 3| 120| 60 | 120
A30 | 1/2 3| 12060 |0 U20 | 1/3 | 2| 140| 140 40
A20 | 1/2 | 2| 140| 140| O S70 |1 71133|0 0
S60 |1 6|132|0 0

A7_0 utilises the parameters from Wi-Fi specification and ptedias the baseline.
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U7.0 uses the parameters from UWB specification [28]._JA@nly differs with the
A7_0 in polynomial definition, and the PER of A7 and A70 are nearly identical as
shown in Figure 5.2. For the other test cases which has araamdength (K) less than

7 and coding rate is 1/2, PER is worse than&7However, even for the constraint
length of 2 (i.e., A20), the PER is reachable to 0% when SNR is 7.5 dB. Test cases
which have R=3 outperform the cases with R=2. This is dueeatiditional branch
output at the convolutional encoder when R=3. It is worthingpthat case U is

not shown because it overlaps the_8baseline curve. The R=1 cases reach 0 PER
when SNR nears 9.5dB. Figure 5.2 indicates the differentxoation of convolution
parameters can protect the secure packet against charnselmal interference, albeit
the error correction ability can be worsen in some casespaaimg to the convolution
codec defined by the specification. The worst communicatiBR Fom the single
branch convolutional encoding, S5 is about 7.7dB lower than the Wi-Fi PER.

100 - ocg—omp<m—i—n

Ny
90 - \ - A7 0 -=-A7_1
° —4+—A6_0 —<A5_0
% 80 -\ ——A4 0 ——A3_0
g.: 70 - ——A2 0 —S6_0
< ! $7.0 = U7.0
% 60 - \ AN —=-U7.1-—U50
(-3 | Ny U4 0 U3_ o
S 50 7 |
o %2;0
S 40
wi . A7_0 WLAN
o) \ .
v 30 - = protocol
5 \ \\
& 20 - ———1~u7_ouws
10 \ N\ \ protocol
? K
0 T BT TR TS T T TS e TeTE T Te T T,
N N 1N 1NN 1w wnwnwnwnwn wnwn wn wn wn
M N 41 O O 1 &N N <t 10 O N 00 OO0 O
1 1 1 1 ‘_i H
SNR (dB)

Figure 5.2: PER simulation results

5.3 Discussion

ReConwprovides a secure communication mode by switching betwieerstandard
convolutional codec and alternated convolutional coddwe §witching period oRe-
Convis only a single cycle so that the byte level parameter gpisimchieveable.

The convolutional encoding parameters are changBe{Donvor the secure packet
transmission. We explored the communication performagdbdse alternated param-
eters. The detail results can be found in section 5.2.

Wi-Fi convolutional encoder is implemented and compardt ReConun this pa-
per. Any other protocols whose constraint length is notigrghan 9 can be supported
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by ourReConv The support of the longer constraint length can be easibfeémented
by increasing the RAM size and number of iterations in BeConvdecoder CTRL
module. ThusReConvis a good candidate for low cost, high performance software
defined radio (SDR) convolutional codec.

Apart from the convolutional code, Turbo code is also usemh@my protocols for
error correction, such as LTE. We are extendR&Conwvo reconfigurable Turbo code
in the future.

6 CONCLUSION

In this paper, a physical layer secure communication is @seg by a fast switching,

low overhead, high performance reconfigurable convolati@mcoder and decoder.
We state that this is a low cost ultra secure methodology.sEeere packet, encoded
by the alternated convolutional encoder, will not be susftgly decoded by an eaves-
dropper at the physical layer.
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