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Abstract

Spectrum scarcity has been one of the main challenges thelegs communications face. Cognitive
Radio Networks (CRNs) allow secondary users to opportigaibf utilize the licensed spectrum that are
dedicated to primary users. In 2003, Federal Communicaittmmmission (FCC) has released a spectrum
policy called “Interference Temperature model”. Undessthiodel, the secondary users are allowed to
access the licensed spectrum simultaneously with the pyioeers provided that the interference at the
primary receiver meets a certain threshold. We refer then@lieg Radio Networks that employs this
model as “Whisper CRNs” (since secondary users have to wger livansmission power to satisfy the
interference constraint). In this work, we analyze the @anfance of multi-hop whisper CRNs and aim
to answer the fundamental question: What is the achievedigfnput using whisper CRNs and what are
the factors that affect the throughput? We consider a setalistic network protocols including two-ray
radio model and fading radio model at the physical layer, amgographic routing protocol at network
layer. The results quantitatively show that, while the @iynusers are busy, the secondary users using
whisper CRNs can achieve a considerably high end-to-ermigifput in some cases (compared to the
zero throughput in conventional CRNs where secondary umergprohibited from using the channel
when primary users are busy). We also show that the radicagain characteristics and node density

of secondary users have a significant impact on the perfaenahwhisper CRNs.

Index Terms

Cognitive Radio Networks; Interference Temperature Mpd¢hisper CRNs; Performance Analysis.



. INTRODUCTION

With the rapid growth of wireless applications, one of thém@allenges that wireless communications
face is the wireless spectrum scarcity. The unlicensedtgpadand, e.g., the ISM band, has become
crowded with the growing popularity of WiFi and Bluetoothn@he other hand, the licensed spectrum
bands have been shown to be under-utilized [1]. Cognitideoraetworks (CRNs) have been proposed to
solve the spectrum inefficiency problem [2]. CRNs allow s&tary users to opportunistically utilize the
spectrum band licensed to primary users under the assumtpa the secondary users will not interfere
with the primary users. In a conventional cognitive radidwoek, the secondary users only use the
spectrum bands that are currently not occupied by the pyimsers in order to ensure zero interference
to the primary users.

However, due to the spatial reuse feature of radio commtiaicathe licensed band can possibly be
concurrently reused by the secondary users even when timagriusers are busy. In fact, the Federal
Communications Commission (FCC) has proposed a schenesldaterference Temperature (IT) model.
In this model, the secondary users are allowed to simuliasigautilize the licensed channel with the
primary users, but under the condition that the signal fatence at the primary receiver is below a
threshold [3]. This model clearly enhances the channelsscopportunities and therefore improves the
throughput of secondary users. However, what is still warcie how much throughput improvement can
be achieved by the IT model and what are the factors thattatfiecachieved throughput? This paper
aims to answer these fundamental questions.

In interference temperature model, the secondary users nedisce their transmission power so as to
meet the interference constraints at the primary usersi®the reduced transmission power, a secondary
source may not reach the destination directly in one-hope@ally in a large network), which will often
lead to multi-hop communications. We call such networkshwibssibly reduced transmission power
as “Whisper CRNs". In literature, several works [4], [5]] [Studied the performance of CRNs under
interference temperature model. However, all these wodk® lassumed that the secondary source can
communicate with the secondary destination directly in-bop even with the reduced transmission
power. Note that, this assumption only applies to reasgnailall networks. Several works proposed
using secondary users to relay packets for primary usersher secondary users to improve the overall
network throughput [7], [8], [9], [10]. These work only assed a two-hop scenario with one relay node
between a source and a destination. Our previous work [Lliiedd the multi-hop Whisper CRNs and

analyzed the performance, but under the assumption of ah iddio model where no channel fading is



present. Xie et al. [12] considered the fading channel amdyaa the performance of multi-hop Whisper
CRNSs. However, they only present the results for one-dinogas CRNS.

In this paper, we systematically investigate the perforreanf whisper CRNs in a large scale two-
dimensional ad-hoc scenario. Since, the performance alegs networks depends on the radio propa-
gation characteristics at physical layer, we consider tifferént popular radio models and aim to study
how the radio characteristics affect the performance ospdri CRNs. The first radio model we consider
is two-ray ground reflection propagation model, where tlgaal attenuation between two nodes solely
depends on the distance between the two nodes. As a resutgdio coverage of each node is a perfect
circle. However, this is not true in most real-world sceoarfjl3], [14]. Therefore, we also consider a
more realistic radio model, i.e. fading model, that capuree random multi-path (or reflections) effect
between the pair. The signal attenuation between two noéesnibes a random variable in fading radio
model.

At the routing layer, we consider greedy geographic routitigeedy geographic routing is a well known
localized routing scheme used by many routing protocol§, [[1%], [17]. The underlying principle of
greedy routing is to select the next hop from amongst a nads@hbors, which is geographically closest
to the destination. Since, the forwarding decision at a riedenly based on the node’s local topology
(i.e., location information of one-hop neighbors of thisded greedy routing is highly scalable and
particularly robust to frequent changes in the network togyn

The main contributions of this work are four-fold:

« We quantitatively show that secondary users can gain greaeflis from whisper CRNs. The
achieved throughput largely depends on the locations obretary pairs and the primary users.
Particularly, the secondary users can achieve high thimutgivhen the secondary source is close
to the secondary destination, or the secondary communicgidir is far away from the primary
communicating pair.

o The analysis results illustrate that the radio models hageeat impact on the performance. The
secondary users in ideal radio model can achieve bettendhput (compared to fading radio) in
the scenarios where the source is close to the destinatiovhen the secondary pair is far away
from the primary pair. However, the performance in fadindiwanodel outperforms that in the ideal
radio model when node density is higher (since random fadargmake packets progress a larger
distance in one hop in denser networks and therefore lesbemaf hops is required to reach the
destination).

« We show that, in fading channel, the performance of whisgeN€largely depends on the reliability



requirement of primary users. When the reliability reqoiest is very high, the secondary users
have to use a very small transmission power in order to redsdaterference at primary receiver.
This leads to a marginal throughput gain for secondary users

« The analytical results show that the node density affeaspttrformance of whisper CRNs signif-
icantly. When the density is low, we can improve the throughgramatically by deploying more
secondary nodes. However, after a certain density valuthefiuincrease of node density can only

benefit the end-to-end throughput marginally.

The performance analysis of whisper CRNs has its practioglications and can be capitalized in
designing efficient CRNs. For example, in our previous wdkk]] we have shown how to apply the
analysis results (based on ideal radio model) to design &-ohannel selection scheme that can achieve
minimum channel switch overhead. In a similar vein, we algplyathe analysis results of this paper to
the multi-channel selection scheme and shown the impaadih@ channel on the selection scheme.

The rest of paper is organized as the following. We introdhieesystem model in Section Il. Since the
hop count from a secondary source to a destination is a keyegiein our performance evaluation, we
analyze the hop count of a secondary communication pairdétic@elll. We then study the performance of
whisper CRNs in Section IV. In Section V, we apply the anaysssult to propose an channel assignment

scheme. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

The CRNSs considered in this paper consist of two types ofsugwimary and secondary. Primary
users have the right to access the licensed spectrum wititldary users are required to ensure that the
reception of primary users is not affected. In order to atizdily study the performance of CRNs, we
assume a 2-dimensional network. The methodology deschibtiis paper can readily be extended to 3-
dimension except that the computational requirement wiligher. Fig. 1 depicts a typical example of our
CRN. We assume that the primary transmitter (nodeand primary receiver (node) are fixed at certain
locations. The secondary nodes are assumed to be randostiiputed according to a homogeneous
Poisson point process with a densityohodes per unit area. Note that, notations will be defined when
they are introduced.

At the physical layer of each node (including both primargmgsand secondary users), we consider
two different radio models that have been widely used in iteedture: 1) ideal radio model and 2) fading

radio model. In the ideal radio model, if the transmissiow@oof nodeu is P,, then the received radio
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Fig. 1. Typical example of CRN considered in this paper. We sguares to represent primary users and circles to represen

secondary users.

power at nodes, denoted as>,, is given by

, P,
P

v T o
du,v

(1)

whered,, , is the distance between the two nodesind v, and « is the path-loss exponent. Typical
value of o is in the range of2, 6]. Since the received power is a deterministic function of distance
separating the transmitter and the receiver, any two ndugseikperience the same distance would have
the same attenuation. However, this isotropic propagdtasibeen shown to be unrealistic in most real-
world environments. Therefore, we also consider a mordsteatadio model, i.e. fading radio model,
that accounts for random signals caused by multi-path gatpan. We assume the use of Rayleigh flat-
fading model in this paper. In such a model, the received p@awv@odev is exponentially distributed
and the probability density function follows

F(P)) = =~ exp (———) @

E(F,) E(F,)

v

where E(P,

v

) is the mean value and followB(P,) = d’;uu. Note that, for the same pair of nodes, the
mean received power is the same as that in the ideél radio Inbotiehe actual received power at the
receiver fluctuates around this mean value.

We assume that there is a direct link between secondary nodadv when the Signal to Noise and

Interference ratio (SNIR) at receiveris no less than a thresholgés. Let link probability Py (u,v) be



the probability that there is a direct link betweerandv (i.e. v is a neighbor of node). We have,
Pr(u,v) = Prob{SNIR,,, > (s} 3)

In whisper CRN, the secondary transmitter can access thenehaimultaneously with the primary
transmitterm. Therefore, the secondary receiwesuffers from the interference caused by the primary
transmitterm. Assume that the transmission powerrafis P,,. In ideal radio model, the interference

from nodem is d’j#. The SNIR at node is

m,v

Pu

e
SNIR,, = — 2 4
7 NO + d}:’" ( )

m,v

where N is the noise level. SinceS§NIR,, here is a deterministic function, the probability that

SNIR,, > (s is either one or zero. The link probability follows
1t i > fs,
Ph(u,v) = Notag> (5)

0 otherwise

In fading radio model, since the received power is a randonabke, SNIR, , is also a random

variable. The link probability, given by [18], follows,

Nod<
Pp(u,v) = Prob{SNIR,, > Bs} = exp ( _ BsNo uw) y 1

Fu 1+ Bol (=) ©

In whisper CRN, the secondary users can transmit packetsltaimeously with the primary users.
However, the transmission power of the secondary useraisti@ned so that it will not compromise the
reliable transmission of primary users. Now we proceed tionese the transmission power of secondary
useru

In ideal model, we assume that the transmission of primaeysus reliable if SNIR at the primary

receiver is no less than the threshald. Note that, the primary receiver suffers from the interference
b,

ds..

caused by the secondary userwhich is . Therefore, the transmission power of secondary %er

should satisfy

P
da
SNIR,,, = —="5— > 7
Re-arranging the equation, we have,
P,
Puédgﬂ(ﬂpd%m _N0> (8)

In the case of fading radio model, the transmission of pymesers is reliable if the probability that

SNIR,,, > (p is no less than a reliability threshotd We have,

Prob{SNIR,,, > Bp} >~ 9
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Fig. 2. Maximum allowed transmission power of a secondagr irs whisper CRNs as a function of X-coordinate of this user

(Y-coordinate is fixed at zero). The coordinates are medsarmeters.P,, = 27dBm, No = —90dBm, a« = 3, fp = s = 15

The term Prob{SNIR,,, > (Bp} can be calculated by the following equation, which is simtla

Eq. (6) but here the interference source is secondarywser

BprNody, ,, 1
Prob{SNIR,,, > fp} = exp ( — d > X 10
P 1+ 5P%(C§:—js)a (10)
Combining Egs. (9) and (10), the transmission power of seagnnodeu should satisfy,
Pm dun 1 5PN0d${nn> }
P, < —()"{-exp| —————— ] -1 11
Srgemye{ ow (- 1)

The above discussion shows that the transmission powerasfandary user depends on the locations of
the secondary user, primary transmitter and primary receNow we illustrate the transmission power of a
secondary user using numerical results calculated by Bjand (11). We assum@,, = 0.5W (27dBm),

No = 1.0E — 12W(=90dBm), o = 3, fp = Bs = 15, and the primary transmitter and receiver are
located at (0,500) and (500,500) respectively. The coatdmare measured in meters. We will use this set
of parameters throughput the paper. For the fading radioccamsider two cases: = 0.90 and~y = 0.95.

We vary the x-coordinate of secondary users from 0 to 500 arithdi y-coordinate at 0. Fig. 2 compares
the maximum allowed transmission power of the secondamsueedifferent radio models. It shows that,
for both ideal and fading models, the transmission powereadses with the x-coordinate of secondary
node. When the x-coordinate of secondary user increasesdrm 500, the node is closer to the primary
receiver and will hence introduce more interference at ttimary receiver. Therefore, the node needs

to use a smaller transmission power in order to keep thefamerce at the primary receiver under the
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Fig. 3. Link probability from a node at location (200,0) to ade at any other location under ideal radio model. Dark agea i

the radio coverage of the node, within which the link probgbat each location is one.

constraint. Comparing the different radio models, Fig. Bveh that the node in fading radio requires
significantly less transmission power than in ideal radibisTis due to the fact that, in fading radio, the
received power at primary receiver is a random variable. Assalt, the instantaneous SNIR at primary
receiver has a wide range of values. In order to keep thentastaous SNIR above the required value in
most cases (with the value ef), we need to ensure a very small interference from the secgngser
and therefore a much smaller transmission power. Cleduwdytransmission power in fading channel also
depends on the reliability threshotld With a high value ofy, we have a tighter interference constraint
and therefore further reduce the transmission power of ¢cersdary user, as shown in Fig. 2.
Knowing the transmission power of secondary users, we castitute it into Egs. (5) and (6) to
compute the link probability for any two secondary usersteHge assume that secondary users employ
the maximum allowed transmission power given by Eqgs. (8)(@ajl Fig. 3 illustrates the link probability
from a nodeu at location (200,0) to a node at any other location underlidedio model. The node
u in the figure is represented as a small grey circle locate@@,0). Recall that, the link probability
in ideal radio model is either one or zero. The dark regionim B represents the radio coverage of
nodew, inside which the link probability is one. In other wordsl tile nodes inside the coverage are

the neighbors of.. The figure illustrates that, the radio coverage is close disk shape but node is
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Fig. 4. Link probability from a node at location (200,0) tdwet location under fading radio model. The color at eachtiona

denotes the value of link probability from (200,0) to thigddion.

not the center of the disk. This is the result of interferefioen primary transmittet. Similarly, Fig. 4
illustrates the link probability from node to other locations under fading radio model. The grey level a
each location represents the value of link probability,askihvaries between 0 and 1. In contrast to ideal
radio, we do not have a clear radio coverage in fading radi® fieighbors of node can be located
at any place in the network. Of course, when a node is closaottzu, the node has larger chance to
become a neighbor ai. Both Fig. 3 and Fig. 4 illustrate that a secondary user mayhawe a direct
link to the destination, which leads to multi-hop commutima. Next, we analyze the the number of

hops required from a secondary source to a secondary déstiria whisper CRNs.

IIl. ANALYSIS OF HOP COUNT

This section seeks to develop a model for analyzing the hoptcwom the secondary source to the
secondary destination in a whisper CRN when the primarysuses busy.

We use a discrete Markov chain to model the hop-by-hop pssgoé a packet from the source to the
destination. The state of the Markov chain is defined as tbatilon of the current forwarding node that
holds the packet. Consider the network in Fig. 1 where thenddcated atz,,, y,,) is currently holding

the packet. The neighbors af are represented by grey circles. In greedy routing, a falimgrnode

In the absence of the interference from primary transmitter radio coverage should be a perfect circular area wite no

u as the center of the circle.



selects the next hop from amongst its neighbors that is gebdgally closest to the destination. Since
nodew is the closest neighbor to the destination in this exampteeN: chooses located at(z,, yy)

as the next hop. We model this packet movement from nedisv as a state transition frorfw,,, y,,)

to (z,,y,). In general, the hop-by-hop progress, that is made by a packerds the destination, can
be represented by a series of state transitions that eVWigntuéminates in statéz,, y4), which are the
coordinates of the destinatial. The number of hops from a source to a destination is the nuwibe
states the packet goes through.

Note that, ideally the states in this Markov chain should lmelebed as a continuous random variable.
However, to simplify our model, we use a discrete state spae@proximately represent the continuous
values. We divide the two-dimensional network area intoid, grach cell of which has a length efand
a width of ¢, where the parameteris the interval of the state space (i.e. the quantizatiorificaant).
When the intervat is small enough, the discrete state space approximatesitheab continuous space.
In the rest of paper, when we refer "a node (or no node) atiloedt:, y)”, we actually mean "a node
(or no node) within the small cell aroun(d, y)”".

Our analysis is composed of the following steps. The firgt 8teolves determining the state transition
probabilities for the Markov chain (section IlI-A) using @eetric calculation. Based on the transition
probabilities, we recursively compute the hop count distibn and the mean value given a commu-
nication pair (Section 111-B). Finally, we propose an apgmation to simplify the analysis and reduce
the computational complexity (Section IlI-C). Note thdte tanalysis is independent of the radio model
under consideration. One simply has to substitute the gpijate link probability equations as derived

in the previous section for the radio model under considarat

A. State Transition Probability

The aim of this section is to derive an expression for theesti@nsition probability, which will be
used in the next section to derive a probability density fiomcof the hop count for greedy geographic
routing in whisper CRN.

As illustrated in Fig. 1, the state transition from,,, y,,) to (z,, y,) is the joint event that node has
at least one neighbor located (at,, v,) and no neighbors located closer to the destination thany,).
Since, if there exists a neighbor located closer thany,) to the destination, any node i, y,,) will
not be chosen by geographical routing. Ket denote the region containing all the points that are closer
to destination than node, as illustrated in in Fig. 1. Therefore, the probability ttlkarrent nodeu will

send the packet to a nodeis the probability of the joint event that there are no newkbwithin €2,
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and there is at least one neighbor(at, y,). Note that, there should also be no direct link from node
u to the destination. Otherwise, the packet will be forwartedhe destination directly skipping state
(v, y»). We have the following theorem.

Theorem 1:We assume that the destinatiénis located a{z,, y4) and the current state of a packet is
at (z,,yy), which corresponds to a secondary nedsituated at this location. Let, p andd, p be the
distance from locatiofix,,, v,,) and(z,,y,) to D respectively. In whisper CRN, the transition probability

of a packet from current state,,, v,,) to next state(z,, y, ) IS,

0 if du,D < dv,D>
P(xuvyu)_>(xuvyv) - { . (12)
n otherwise
where
n= {1 — Pr(u, D)] [1 — exp (—pe? Py (u, v))] H exp (—pe® Pr(u, w)) (13)

(T Y ) €Ly

and P (u,v) is the link probability from a node dtc,,y,) to a node a(z,, y,), defined in Eq. (5) and
(6) for ideal radio model and fading radio model respecyiv@l, is the set of all locations that are closer
to destinationD than location(z,, vy ).
Proof: According to greedy routing, the next stgte,, y,,) should be always closer to the destination
than current statéz,,,v,,), i.e. d,,p > d, p. In other words, the node would never forward a packet
to (x4, yy) If (24, yy) is further away from theD than (z,,y,). Hence, the transition probability is zero
if d,,p <d, p, which explains the first case in Eq. (12).

For the second case, as we have discussed, the transitibabiity is the product of the following

three independent probabilities.

Pl y)—>@.y.) = Prob{no direct link from nodex to the destinatioh (14)

x Prob{at least one neighbor &t,,y,)} x Prob{no neighbor within(, }
The first term in the right side of Eq. (14) can be easily catad as,

Prob{there is no direct link from node to the destinatioh= 1 — P, (u, D) (15)

Now we compute the the second term in Eq. (14). The probglufitat least one neighbor existing at

(x4, Yy) IS the complementary probability that no neighbor is lodaa€(x,, v, ).

Prob{at least one neighbor &t,,y,)} = 1 — Prob{no neighbor a{z,,y,)} (16)
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The event that no neighbor is located (at,, y,) is the event that, for ang number of nodes at

(x4, Yy), there are no direct links from to any one of these k nodes. Therefore,

[e.9]

Prob{no neighbor a{x,,v,)} = Z {Prob{there are k nodes &t y,)} x

k=0 (17)

Prob{there is no direct link from: to any one of these k nod}e}

Since, we assume a discrete state space aviéh the quantization interval, we can approximate point
(7,,1,) as a small square with area ef. Therefore, when we refer tak"node at locatior(z, y)”, we
actually mean £ node within the small cell aroung@:, y)”. Recall that, nodes follow Poisson distribution.
The number of nodes within an areacdffollows a Poisson distribution with mean pf2. The probability
that there aré: nodes in thex,, y,) is

2\k 2
Prob{there are k nodes &t,,y,)} = ) eXIE( p<)) (18)

Given there arek nodes at(z,,y,), the link probabilities fromu to any one of these nodes are

independent of each other. Knowing the link probabilty(u, v), we have,
Prob{there is no direct link from to any one of these k nodes- (1 — Px(u, v))" (19)
Substituting Egs. (18) and (19) into (17), we have,
Prob{no neighbor a{z,,y,)} = i (p)" exp (—pe?)) X (1 — Pr(u,v))*

k!
k=0

> e2(1 — Alu, v kexp [—pe2(1 — AU, v
— exp (—pe Py (u,0)) 3 L= Pn(: ) ;ff[ pe(1 = Pa(u,0))] (20)

k=0

= exp (—pe’ Pr(u, v))
Next, we compute the the third term in the right side of Eq.)(14. the probability that node does
not have any neighbor within regidn,. This probability is the probability of joint events thagrfany

location within (2, e.9.(z, yw), there is no neighbor at this location. We have,

Prob{no neighbor within(, } = H Prob{no neighbor a{x,, y.,)} (21)
(T Y ) EQ

The variableProb{no neighbor atz,, y.,)} can be computed in the same way as Eq. (20). Combining

Egs. (14), (15), (16), (20) and (21), the theorem can be praveN\ A
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B. Hop Count Distribution and Mean Value

Based on the transition probability computed earlier andgusecursive computation, we have the
following results on the probability density function ofetthop counts.
Theorem 2:Given a secondary node (located at(x,,y,)) and a destinatiorD (at (z4,y4)), the

probability distribution of hop couni (an integer variable) in greedy routing fromto D is given by,

P/\(U,D) |f hzl,

19 if h>1
where
f - Z P(:Bu,yu)—>(:tu,yv)P(H =h-— 1’(xv7yv)a (xd7yd)) (23)
(@0,Yw)

and P, y.)—>(x..y,) 1S the state transition probability given in TheorenPL ' = h—1|(xv,Yv), (Td; ya))
is the probability that the hop count from a node(at, y,,) to destinationD is h — 1. AN AN
Proof: Note that, if the hop count from the current st&ig, y,,) to the destination i%&, then hop count
from the next statéx,,y,) to the destination must be — 1. By applying the law of total probability,
we have the recursion in Eq. (23). For the casé ef 1, the one-hop probability is the probability that
there is a direct link from node to the destinationA AA

Since, the state transition probabilities depend on thle firobabilities, which are functions of the
network parameters, e.g. node density, the locations amgrirission power of primary users etc. (given
in Eq. (5) and (6)), the hop count distribution is also a fiorctof these parameters. However, for
brevity, we will not make these dependencies explicit. Tésult of Theorem 2 shows that we can use
recursive computation to obtain the probability densitydiion of the hop-count for a given secondary
source-destination pair.

We can use the hop count density function to depagh availabilityand mean hop count

1) Path availability: Note that, there is a chance that a source may not be able taafiditing
path to a destination. This is due to the failure of greedwéoding, where no neighbor is closer to
the destination than the forwarding node itéeFor a given pair of source and destination, if we sum
the hop count probabilities over all hop count values, thmilteis the probability that the source can

successfully find a routing path to the destination. We derioe summation a¥’, and refer it as the

2In conventional geographic routing protocol, other foriag schemes, e.g. face routing [15], are used when the greed

routing fails. We do not consider these recovery schemesifoplicity.
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Fig. 5. Mean hop count as a function of source location unddinf) radio model. The destination is located at (500,0).
Primary transmitter and primary receiver are located &a0@), and (500,500) respectively. The coordinates are medsn
meters.P,,, = 27dBm, No = —90dBm, a = 3, fp = s = 15, v =0.9

path availability from the sourceS to the destinatiorD. We have,

V=> P(H = h|(zs,ys): (Ta: Ya)) (24)
h=1

2) Mean hop count:Now we proceed to compute the mean hop count for a given conaading
pair. Note that, the hop count is only meaningful when thera irouting path from the source to the
destination. Therefore, when we calculate the mean hoptcanonly consider the case that the source
can successfully find a routing path to the destination.

Based on Theorem 2, the probability that the hop courtt is P(H = h|(zs,ys), (x4, yq)). CON-
sequently, the probability that the hop count/ison the condition that there is a routing path, is
P(H = h|(xs,s), (za,ya))/V. Finally, the mean hop coun on the condition that there is a routing
path is:

7 = ZEa e PUL = Mz ) )

We illustrate the mean hop count given by Eq. (25) using a misaeexample. We assume that the

(25)

secondary destination is located at (500, 0). The primanysimitter and receiver are located at (0,500)
and (500,500) respectively. The unit of the— y coordinates is meters. Node densitypis= 0.0005

per square meters. The quantization intervat is 1m. Other parameters are the same as those used
in Fig. 2. Fig. 5 shows the mean hop count from the differentra® locations to the destination under

fading channel, where the reliability thresholdis 0.9. The level of grey at a location indicates the
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Fig. 6. Mean hop count as a function of source-to-destinatigtance.

mean hop count from this location to the destination. Thisrégclearly shows the impact of primary
pair on the hop count. Note that, in a traditional wirelesshad network (no primary users), when the
source is further away from the destination, it generalkgslonger hops to reach to the destination [19].
However, Fig. 5 shows that this rule does not hold when thrissepower constraints and interference
due to primary users. For example, although locatibrin the figure (360m from the destination) is
closer to the destination than the locati®h (450m from the destination), a node at locatidntakes
more hops on average (5.1 hops) to reach the destinatiortiieasource at locatio® (4.2 hops). This

is due to the non-uniform transmission power of the secondaers. In this example, locatioA is
closer to the primary receiver. Hence, it is forced to use allemtransmission power in order to satisfy
the interference constants at the primary receiver. A snméfhnsmission power leads to a smaller radio
coverage and therefore more hops to reach the destination.

In order to validate the correctness of the analytical model develop a custom C++ simulator to
simulate the hop count results. In the simulation, the naglesrandomly distributed according to a
homogeneous Poisson point process. The network paranstethe same as we use in producing the
analysis results in Fig. 5. The destination is fixed at (5p@ we vary the location of the source
from (0,0) to (500,0) (along x axis). For each secondary ndlde transmission power is determined
by Eq. (8) or (11) for the different radio models. The simatatonstructs the neighbor list for each
secondary node, i.e. for a node if the SNIR at another node is no less than the threshojtk, the

nodev is included in the neighbor list af. Based on the neighbor list of each node (local topology), we
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then use greedy routing to find the routing path from a souwce destination and count the number of
hops. The comparisons between the analysis results anéhtbason results are depicted in Fig. 6. The

figure shows that the simulation results are in line with thalgsis results, which justifies our analytical

model. Note that, in ideal radio model, the mean hop counpsiharply from 2 to 1 when the source

is about 120m away from the destination. The reason is thagnwhe source-to-destination distance
is more than 120m, the source cannot reach the destinatientlgliand needs at least one relay node.
Therefore, the hop count is at least 2. However, when thamlist is less than 120m, the source can
directly communicate with the destination and therefoeetibp count drops to 1. In fading radio model,

we do not observe this sharp decrease. This because, evan $otirce-to-destination distance is less
than 120m, the source may not always have a direct link to éiséirthtion due to the random fading and

therefore the average hop count is greater than one.

Fig. 6 also shows another interesting pattern when comgadhia hop count results of two different
radio models. When the source is close to the destinatiemale in fading radio model takes more hops
than it does in ideal radio model. On the contrary, when thewis further away from the destination,
the fading radio model incurs a smaller number of hops. We exiplain the reasons for this result in
the next subsection (see Section IlI-C).

Note that, the above computation of the mean hop count regjuis to recursively compute the
hop count distribution at each location in the entire 2-disienal space. This computation has a time
complexity of O(d®), whered is the distance between the source and destination. It deevithat
evaluating the mean hop count for a sizable network can benaiaderably computationally intensive

task. Hence, in the next section, we derive a simplified tegleto estimate the mean hop count.

C. Approximation of Mean Hop Count

In order to compute the mean hop count approximately, wediite the concept dfiop distance
which measures the progress made by a packet towards theatiest in one hop. If we can estimate
the average hop distance along the routing path, denotédwas can approximate the mean hop count

as the ratio of the source-to-destination distance to tleeage hop distance.

_ d
H:W (26)

In order to calculate the average hop distance along thnmppath, we need to know the hop distance
when the packet is at any intermediate locationy). This can be derived from the state transition

probability presented in Theorem 1. Léf p be the distance from the current location,, y,,) to the
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destination, andl, p be the distance from the next state,,y,) to the destination. The hop distance
can be calculated as follows,

5(xu> yu) = Z (du,D - dv,D)P(:vu,yu)—>(:vu,yv) (27)
(T0,Y0) EQu

It is worth noting that the mean hop count is the average hamtcon the condition that there is a
routing path from the source to the destination. Similawiaen we calculate hop distance, we should
also consider the condition that each intermediate foringrdode can successfully find a next hop. Let
W (zy,y.) be the probability that a node at locatign,, v,,) can successfully find the next hop, referred
aslink success probabilityAccording to greedy routindy (z.,, y,,) is the complimentary probability that
the node does not have neighbor closer to the destinationttiganode itself. Let,, denote the region

that includes all the locations that are closer to the dastin than the node itself. We have,
W (zy,y,) =1 — Prob{no neighbor within(,, } (28)

The unknown parameteProb{no neighbor withinQ2,} can be calculated in the same way as shown

in Eg. (21). Therefore, we have,

W(zwy)=1— ][]  Prob{no neighbor atu, y.)} (29)
(xwvyw)eﬂu

Therefore, the hop distance @t,, y,,) given that the next hop exists is:

Z (du,D - dv,D)P(xu,yu)—>(xv,yu)

(#0,Y0) EQu
O, ) = = L E (30)

Fig. 7 illustrates the hop distance of the intermediate noder both radio models. We vary the

location of nodeu from (0,0) to (500,0). The figure shows that when nadis closer to the destination,
the hop distance in fading radio is smaller than that in idadio. On the contrary, when the location is
further from the destination (more than 230m away), thenfigdadio generates larger hop distance. This
behavior is caused by the random characteristics of fadiael. Because of the random signal, two
nodes that are closer to each other do not necessarily haveca lthk. Therefore, a node that is closer
to the destination tends to have smaller hop distance imd@adidio (therefore a larger hop count in the
right side of Fig. 6). Similarly, due to the random signal adiing radio, two nodes that are further away
from each other can still possibly have direct link betwdseni. Therefore, when a node is far from the
destination, the node can potentially find neighbors thatdistant from the node itself and therefore
achieve larger hop distance. The larger hop distance imdachidio leads to smaller number of hops,

which explains the shape of the curves in the left side of BigNote that, in Fig. 7, the hop distance
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for ideal radio model increases dramatically at about 120his is due to the fact that, when the node
is further away from destination than 120m, the node cansath the destination directly and the hop
distance is around 90m (according to (30)). However, whennthde is at 120m, the node can directly
communicate with the destination and therefore the ho@i® increases to 120m.

Now we calculate the average hop distaidcttom a source to a destination. We assume that all the
intermediate forwarding nodes are located along the $trdiige connecting the source and destinafion
Therefore, the average hop distance is the average valuemfistance over all the locations along
the routing path. Lef2 be the set of locations that lie on the straight line conngcthe source and

destination. We have,
Z(m,y)eﬂ 6(‘%.’ y)

Yayenl
As an illustration, we compare the approximation of mean bopnt with the exact calculation via

o=

(31)

Theorem 2. We assume the same network parameters as thosie &sg. 6. Fig. 8 shows the mean hop
count when the source varies from location (0,0) to (0,5@@)r(g the x axis). Note that, the destination
is fixed at (0,500) and therefore the distance from the sotar¢ke destination varies from 500 to 0. In
the figure, the thick lines represent the approximationltesnd the corresponding thin lines represent
the exact calculation results. The figure shows that the Igiggp calculation can approximate the mean

hop count with an error of less than 10% on average. Howelwercomputation complexity is reduced

3The forwarding nodes in greedy routing are indeed locatesecto the straight line connecting the source and the @distin
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Fig. 8. Approximation of mean hop count as a function of settrzdestination distance

significantly fromO(d®) to O(d) since the recursive computation is now carried out alonge liather

than on a plane.

IV. PERFORMANCERESULTS

In this section, we analyze the end-to-end throughput ofcarsgary communication pair in whisper
mode, i.e. when the primary users are busy. We first definerttid@end throughput. We then investigate
the impact of network parameters on the throughput of sesmyndetwork, including radio model, the
secondary source-to-destination distance, the distanoe $econdary pair to primary pair and the nodes

density.

A. Definition of End-to-End Throughput

We assume that, when a secondary user transmits a packite alther secondary nodes keep silent
(i.e. no spatial reuse is applied among secondary Usev# further assume that there is only one
communicating pair in the network. Under these simplifiesuagption, the throughput of the pair is the
data rate at link layer divided by the hop count from the source to the destinatimn,%. (Note that,
we assume that the secondary nodes use a constant traesnessir at the link layer. One can think

of this as the transmission rate that can be supported by $N#&holds of the secondary users.) Note

“Note that, if we consider the channel reuse, multiple semgndsers can utilize the channel at the same time. Thetefore
we need a power allocation algorithm to assign power for eddhe multiple transmitters so that their collective ifiéeence
at the primary receive is below the required constraint. e aeed a multi-access protocol for collision avoidancevben

1-2 hop neighbors. We plan to address this issue in our futn.
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that, when the source cannot find a routing path to the ddistmahe throughput is zero. Therefore, the
average end-to-end throughpif, is

Ewhisper = % -V (32)

whereV is the path availability probability measuring the probipthat a source can successfully find a
routing path to a destination. As discussed in Section JIp&th availability can be calculated by the hop
count distribution according to Eq. (24). However, this mggeh requires a high computation complexity
due to the requirement of hop count distribution informatiblere, we also propose a simplified approach
to estimate the path availability. Recall that, when a pagkenaking its way to the destination, each
intermediate node may fail to find the next hop. Path avditghis the joint probability that all the
forwarding nodes (including the source) can successfullg & next hop. Recall thaty (z,y) denotes
the probability that an intermediate node at locationy) can successfully find the next hop. If we know
the average value df’ per hop, and the mean hop coulit we can estimate the path availability for
the whisper mode by

V=T 33)

Similar to the approximation of mean hop count, we assumesththe intermediate forwarding nodes
lie along the straight line connecting the source and dastin. Therefore, an approximation for the

mean per-hop path availability is
Z(x,y)eﬂ W(x7 y)

Z(m,y)eﬁ 1
where() has the same meaning as that in Section IlI-C.

W= (34)

B. Performance Results

In this section, we present the throughput results of semmgnasers in whisper CRN under two different
radio models. We study the impact of network parameters ertid-to-end throughput of secondary pair
using numerical results from Eq. (32). We vary the pararsetacluding the distance from secondary
source to secondary destination, the distance from theapyimpair to secondary pair, the node density
and the reliability requirement of primary users.

We first vary the distance between the secondary source andettondary destination. We fix the
destination at location (500,0) and vary the source fror)(f (500,0). Other parameters are the same
as those in Fig. 5. We normalize the end-to-end throughpimguthe link data rate-. Fig. 9 shows
the numerical results of the normalized end-to-end thrpuglas the function of source-to-destination

distance. It illustrates that, under the interference tamgs, the secondary throughput is relatively low
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for a larger source-to-destination distance. It then iases slowly with the distance, until the two nodes
are so close that the source may have direct connection étkdéstination. The sharp increase observed
with the ideal radio model is because of the sudden changkeinmean hop count from 2 to 1 (see
Fig. 6) when the source-destination distance is lower tH20mil As a result, the normalized throughput
increases sharply from 0.5 to 1. Note that, when the sourcl$ to the destination, the pair in fading
radio has significantly lower throughput than in ideal radibis is because, due to the random fading,
the pair may not have a direct connection even when they ase ¢b each other. As a result, the source
may require other relay nodes to forward packets and therefecreases the end-to-end throughput. In
general, the secondary pair can gain greater benefit in thgpathCRNs, when the secondary source is
close to the destination.

In the second study, we vary the distance between the priraady secondary pairs. The primary
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transmitter and receiver are still fixed at (0,500) and (500) respectively (the primary pair is parallel
to thex-axis). The secondary source and destination are also 5p@m and are placed in a line parallel
to x axis. We vary they-coordinate of the secondary pair from 200-t800. Equivalently, the distance
from the primary pair to the secondary pair varies from 300n1300m. Fig. 10 depicts that, for both
radio models, the throughput initially increases lineavith the distance. However, for ideal radio model,
after a certain point (distance of 1150m) the secondaryipaio far away from the primary pair that the
transmitting power limitation due to the interference domist disappears. Thus, the secondary source
can use the maximum transmission power (0.5W in this exangid communicate directly with the
secondary destination. As a result, the end-to-end thiouiggquals to the link data rate of For fading
radio model, even with such maximum transmission powersthece still needs the relay nodes to reach
the destination and therefore leads to the smaller thrautghp

Recall that, node density has a great impact on the pathasi#if and therefore on the end-to-end
throughput (according to Eqg. (32)). Next, we study the ddmpact of node density on the throughput.
We vary the node density from 0 to 0.002. The source and the destination are locatésoat0) and
(500,0) respectively. Fig. 11 shows the end-to-end throughput asatibn of node density. It shows
that, for both radio models, the throughput increases lapiith an increase in the node density, but
the rate of increase slows down considerably before it agegeto a maximum value. However, the
converged throughput value in fading radio (ab@v&5r) is much higher than the one in ideal radio

(about0.2r). This is again due to the random signal in fading channethWigh node density, each

®Note that, if the source can directly communicate with thstidation, the throughput is. However, if the source needs two

hops to reach the destination, the throughput decreasesicigtly to 0.5r.
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node has a better chance of finding neighbor that is distant the node itself and therefore the node
can achieve longer hop distance. This leads to the smalferchant from the source to the destination
and finally larger end-to-end throughput. Generally, thergshows that, for each radio model, when
the density is low, we can improve the throughput dramdyicay deploying more secondary nodes.
However, after a certain knee point, the further increaseoafe density can only benefit the end-to-end
throughput marginally.

In fading radio, the transmission power of a secondary nedémited so that the interference will
not decrease the quality of primary transmission below #tialsility requirement, as stated in Eq. (11).
Now, we study the effect of the reliability requiremenon the performance of secondary users. We vary
~ from 0.75 to 0.99. The higher value ¢f the stricter interference constraint we have on the searynd
users. Fig. 12 shows the normalized throughput as the fimatf v. As the expected, the throughput
decreases with the reliability requirement. Since, with tligher value ofy, the transmission power
of each secondary user has to be smaller in order to satisfgtticter constraint, as illustrated in the
previous Fig. 2. The smaller transmission power leads tgdomops and therefore smaller throughput.
When+ increases to 0.98, the throughput is reduced to almost Z&erefore, in fading radio, whisper

CRN can only achieve throughput gain when the primary usave kess rigorous reliability requirement.

V. MULTI-CHANNEL WHISPERCRNS

Our analysis on the performance of whisper CRNs has assumigdne channel. Intuitively, if we
have multiple orthogonal channels scenarios, the secpndsers can access these multiple channels
simultaneously and therefore improve the network througihlm this section, we propose and analyze a

channel assignment strategy, which works in conjunctiaih wireedy geographic routing.
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Fig. 13. Example for two primary pairs.

In order to simplify the description, we consider the casth\i channels. The proposed scheme can
be extended to more than two channels. We also assume tlmathemnels have the same link layer data
rate. Consider the situation depicted in Fig. 13 where twmary user pairs operate in two channels:
channels 1 and 2. Note that, in Fig. 13, the primary receifezhannel 1 is closer to the secondary
destination than it is to the secondary source. If a packebused to the destination from the source
using channel 1 only, as the packet gets closer to the primezsiver, the nodes holding the packets are
forced to use a smaller transmission range because theyrauiste their transmission power in order
not to affect the primary receiver. In order words, the hogtatice in channel 1 becomes smaller as it
gets closer to the destination. On the other hand, the pyimeareiver of channel two is closer to the
secondary source than it is to the secondary destinatiogrefdre, if the packet is routed using channel
2 when it is near the destination, then the nodes holding duéet can use a larger transmission range,
or longer hop distance. This can improve the end-to-endpednce.

We confirm the intuitive argument in the last paragraph bytiolg the hop distances of intermediate
nodes when using different channels in Fig. 14. The hop miistds calculated by Eq. (27). We use
the ideal radio model as an example and assume that nodeyden6i001 per square meters. Other
parameters are the same as those used in Fig. 2. Similar @pfireximate procedure to compute the
mean hop count, we assume that the intermediate nodes adoalong the straight line from the
source to the destination. Fig. 14 shows that there existst @ft point. To the left side of this point,

using channel 1 will give a large hop distance but to the rigjtieé of this point, using channel 2 instead
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will give a larger hop distance.

This motivates us to propose a channel assignment stratbighvean readily work with greedy
geographic routing. The channel assignment strategy rdiates a cut-off point between the source and
the destination, where the nodes on the two sides of the aisw referred as left segment and right
segment) use different channels simultaneously. Notevtkatontinue to assume that only one secondary
communication can take place in one channel. However, tledifferent channels are assumed to be
orthogonal, the communications on these two channels cenr @t the same time. The outline of the
channel assignment strategy is proposed below:

1) The source calculates the optimal cut-off point and thenalel assignment for both sides of the

cut-off point, based on the network parameters and theitotaff destination.

2) When the source formats the packet, it puts the locatidhetut-off point, as well as the channel

assignments on both sides of the cut-off point, in the pabkeder.

3) Upon receiving a packet, the intermediate node comptaédsdation to the cut-off point. If it is on

the left side of the cut-off point, it uses the channel assipfor the left segment, and vice versa.

We now discuss how the source can find the optimal cut-off tplmina given communicating pair.
Since we can use the two channels simultaneously, the sedh&rhas larger hop count becomes the
performance bottleneck. As a result, the end-to-end thrpugis determined by the segment that has
larger hop count. Lek! and h” be, respectively, the average hop count of the left and sggments.

The end-to-end throughput is' max{h’, A"} ©. If we want to maximize the end-to-end throughput, we

®Here we assume that node density is high enough so that theapailability is 1. Therefore, the end-to-end throughput i

only a function of hop count.
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need to choose the channel combination that minimizes thdatiger hop count of two segments, i.e.
min(max{h!, h"}).

We usew to denote the location of the cut-off point, i.e. the cutpdint is at a distance ab from
the secondary source. L&t (w), hl(w) be the average hop count of left segment when using channel
one and channel two respectively. Similar, i{(w), hi(w) be the average hop count of right segment
when using channel one and channel two respectively.

The value ofh! (w) can be estimated by the mean hop count approximation preeeatiscussed in
Section. IlI-C. Note that the use of the approximation pthge reduces the computation burden at the

source. We have,
w

- > (z,y)eql Q1(z,y)

E(z,y)es'zl 1

bl (w) (35)

whereQ:(z, %) is the hop distance of a node at locatign i) when using channel one, atl is the

set of discrete location points between the source and theftpoint.

Similar for h4(w), we have
D —w

X (z,y)EQT Q2(z,y)
1

hy(w) (36)

) (z,y)eQr

Let T 2 (w) be the end-to-end throughput of secondary pair if we spéitrtiuting path atv with the
left segment uses channel 1 and the right segment uses ¢tzar\We have,

r

11200 = sl ). )} N
The optimal end-to-end throughput is
Tio = max T 2(w) (38)
and the optimal cut-off point for this channel assignment is
wy = argllgnax T1 2(w) (39)

Similarly, let T3 ; (w) be the end-to-end throughput of secondary pair if we spéitrthuting path atv
with the left segment uses channel 2 and the right segmestamanel 1.

The optimal end-to-end throughput for this particular ateglrassignment is:
Tg,l = Imax TQJ('UJ) (40)

and the optimal cut-off point is

wy = argmax 15 1 (w) (42)
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Therefore, ifT} o > T3 1, we should assign channel 1 to the left segment and chanreetitright
segment, and use; as the cut-off point. Otherwise, we assign channel 2 to thieségment and channel
1 to the right segment, and use as the cut-off point.

Note that, the above analysis is independent with radio tsaated can be applied to both ideal radio
model and fading radio model. For an illustration, Fig. 16w the numerical results of the normalised
throughputl »(w) andT; ; (w) as a function ofv under ideal radio model. The normalisation is done with
the link data rate". The network parameters are the same as those used in pgepagi 14. Fig. 15
shows that, when using the channel 1 in the left segment, weachieve the maximum throughput
T2 = 0.31r if the cut-off point is at 280. On the other hand, if we use tharmel 2 in the left segment,
we can achieve the maximum throughgt; = 0.287 when the cut-off point is at 270. SincE » is

larger tharl’ ;, we should assign channel 1 to the left segment and use 28@ aptimal cut-off point.
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In this example, if we only use one channel for all intermegli@odes from the source to the destination,
the best throughput that we can only achiev@.islr. Therefore, by using this channel assignment, we
can actually double the end-to-end throughput.

Fig. 16 shows the corresponding results under the fading raddel. It illustrates that the results have
the similar pattern as the case in ideal radio model. Howeérediading model, the optimal throughput
is 0.39r and the cut-off is at 337, which are different with the valiresdeal radio model. This is due
to the fact that the hop distance of a node in two radio modetiifierent, as shown in Fig. 7.

Note that, in this assignment, all intermediate nodes atléfieside of cut-off point use the same
channel, and the same for the right side segment. Conseéyumany the secondary link that crosses over
the cut-off point needs to perform channel switching openaassume one radio interface is equipped
at each secondary user). Therefore, our channel assigrmaerdactually achieve the minimum channel

switch overhead.

VI. CONCLUSION

Interference temperature (IT) model allows the secondagyrsuto simultaneously utilize the channel
with the primary users, which improves the channel acceg®rynities of cognitive radio networks.
Since the secondary users in IT model use a reduced tranem@awer, a secondary source may need
multi-hop communication with the destination. In this pgpee have quantitatively analyzed the end-to-
end throughput of multi-hop whisper CRNs. We show that tteosdary users can gain benefit from IT
model in several scenarios, e.g. when the secondary peils@ated far from the primary pairs. We also
illustrate that radio propagation model and node densitye le significant impact on the performance
of secondary users. The performance analysis of whispersC&M help us to design more efficient
CRNSs. In our technical report [20], we have discussed howaameapply the analysis results presented
in this paper to design a multi-channel selection schemé&hwan achieve higher performance and the
minimum channel switching overhead. In this work, we havesadered a localized routing protocol. In
the future, we will investigate other advanced routing, Mptocols or channel assignment schemes,

and use the the performance results presented in this woskcasnparison baseline.
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