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Abstract

Spectrum scarcity has been one of the main challenges that wireless communications face. Cognitive

Radio Networks (CRNs) allow secondary users to opportunistically utilize the licensed spectrum that are

dedicated to primary users. In 2003, Federal Communications Commission (FCC) has released a spectrum

policy called “Interference Temperature model”. Under this model, the secondary users are allowed to

access the licensed spectrum simultaneously with the primary users provided that the interference at the

primary receiver meets a certain threshold. We refer the Cognitive Radio Networks that employs this

model as “Whisper CRNs” (since secondary users have to use lower transmission power to satisfy the

interference constraint). In this work, we analyze the performance of multi-hop whisper CRNs and aim

to answer the fundamental question: What is the achieved throughput using whisper CRNs and what are

the factors that affect the throughput? We consider a set of realistic network protocols including two-ray

radio model and fading radio model at the physical layer, anda geographic routing protocol at network

layer. The results quantitatively show that, while the primary users are busy, the secondary users using

whisper CRNs can achieve a considerably high end-to-end throughput in some cases (compared to the

zero throughput in conventional CRNs where secondary usersare prohibited from using the channel

when primary users are busy). We also show that the radio propagation characteristics and node density

of secondary users have a significant impact on the performance of whisper CRNs.

Index Terms

Cognitive Radio Networks; Interference Temperature Model; Whisper CRNs; Performance Analysis.
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I. INTRODUCTION

With the rapid growth of wireless applications, one of the main challenges that wireless communications

face is the wireless spectrum scarcity. The unlicensed spectrum band, e.g., the ISM band, has become

crowded with the growing popularity of WiFi and Bluetooth. On the other hand, the licensed spectrum

bands have been shown to be under-utilized [1]. Cognitive radio networks (CRNs) have been proposed to

solve the spectrum inefficiency problem [2]. CRNs allow secondary users to opportunistically utilize the

spectrum band licensed to primary users under the assumption that the secondary users will not interfere

with the primary users. In a conventional cognitive radio network, the secondary users only use the

spectrum bands that are currently not occupied by the primary users in order to ensure zero interference

to the primary users.

However, due to the spatial reuse feature of radio communication, the licensed band can possibly be

concurrently reused by the secondary users even when the primary users are busy. In fact, the Federal

Communications Commission (FCC) has proposed a scheme called Interference Temperature (IT) model.

In this model, the secondary users are allowed to simultaneously utilize the licensed channel with the

primary users, but under the condition that the signal interference at the primary receiver is below a

threshold [3]. This model clearly enhances the channel access opportunities and therefore improves the

throughput of secondary users. However, what is still unclear is how much throughput improvement can

be achieved by the IT model and what are the factors that affect the achieved throughput? This paper

aims to answer these fundamental questions.

In interference temperature model, the secondary users must reduce their transmission power so as to

meet the interference constraints at the primary users. Dueto the reduced transmission power, a secondary

source may not reach the destination directly in one-hop (especially in a large network), which will often

lead to multi-hop communications. We call such networks with possibly reduced transmission power

as “Whisper CRNs”. In literature, several works [4], [5], [6] studied the performance of CRNs under

interference temperature model. However, all these works have assumed that the secondary source can

communicate with the secondary destination directly in one-hop even with the reduced transmission

power. Note that, this assumption only applies to reasonably small networks. Several works proposed

using secondary users to relay packets for primary users or other secondary users to improve the overall

network throughput [7], [8], [9], [10]. These work only assumed a two-hop scenario with one relay node

between a source and a destination. Our previous work [11] studied the multi-hop Whisper CRNs and

analyzed the performance, but under the assumption of an ideal radio model where no channel fading is
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present. Xie et al. [12] considered the fading channel and analyze the performance of multi-hop Whisper

CRNs. However, they only present the results for one-dimensional CRNs.

In this paper, we systematically investigate the performance of whisper CRNs in a large scale two-

dimensional ad-hoc scenario. Since, the performance of wireless networks depends on the radio propa-

gation characteristics at physical layer, we consider two different popular radio models and aim to study

how the radio characteristics affect the performance of whisper CRNs. The first radio model we consider

is two-ray ground reflection propagation model, where the signal attenuation between two nodes solely

depends on the distance between the two nodes. As a result, the radio coverage of each node is a perfect

circle. However, this is not true in most real-world scenarios [13], [14]. Therefore, we also consider a

more realistic radio model, i.e. fading model, that captures the random multi-path (or reflections) effect

between the pair. The signal attenuation between two nodes becomes a random variable in fading radio

model.

At the routing layer, we consider greedy geographic routing. Greedy geographic routing is a well known

localized routing scheme used by many routing protocols [15], [16], [17]. The underlying principle of

greedy routing is to select the next hop from amongst a node’sneighbors, which is geographically closest

to the destination. Since, the forwarding decision at a nodeis only based on the node’s local topology

(i.e., location information of one-hop neighbors of this node), greedy routing is highly scalable and

particularly robust to frequent changes in the network topology.

The main contributions of this work are four-fold:

• We quantitatively show that secondary users can gain great benefits from whisper CRNs. The

achieved throughput largely depends on the locations of secondary pairs and the primary users.

Particularly, the secondary users can achieve high throughput when the secondary source is close

to the secondary destination, or the secondary communicating pair is far away from the primary

communicating pair.

• The analysis results illustrate that the radio models have agreat impact on the performance. The

secondary users in ideal radio model can achieve better throughput (compared to fading radio) in

the scenarios where the source is close to the destination orwhen the secondary pair is far away

from the primary pair. However, the performance in fading radio model outperforms that in the ideal

radio model when node density is higher (since random fadingcan make packets progress a larger

distance in one hop in denser networks and therefore less number of hops is required to reach the

destination).

• We show that, in fading channel, the performance of whisper CRNs largely depends on the reliability



3

requirement of primary users. When the reliability requirement is very high, the secondary users

have to use a very small transmission power in order to reduceits interference at primary receiver.

This leads to a marginal throughput gain for secondary users.

• The analytical results show that the node density affects the performance of whisper CRNs signif-

icantly. When the density is low, we can improve the throughput dramatically by deploying more

secondary nodes. However, after a certain density value, further increase of node density can only

benefit the end-to-end throughput marginally.

The performance analysis of whisper CRNs has its practical implications and can be capitalized in

designing efficient CRNs. For example, in our previous work [11], we have shown how to apply the

analysis results (based on ideal radio model) to design a multi-channel selection scheme that can achieve

minimum channel switch overhead. In a similar vein, we also apply the analysis results of this paper to

the multi-channel selection scheme and shown the impact of fading channel on the selection scheme.

The rest of paper is organized as the following. We introducethe system model in Section II. Since the

hop count from a secondary source to a destination is a key element in our performance evaluation, we

analyze the hop count of a secondary communication pair in Section III. We then study the performance of

whisper CRNs in Section IV. In Section V, we apply the analysis result to propose an channel assignment

scheme. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

The CRNs considered in this paper consist of two types of users: primary and secondary. Primary

users have the right to access the licensed spectrum while secondary users are required to ensure that the

reception of primary users is not affected. In order to analytically study the performance of CRNs, we

assume a 2-dimensional network. The methodology describedin this paper can readily be extended to 3-

dimension except that the computational requirement will be higher. Fig. 1 depicts a typical example of our

CRN. We assume that the primary transmitter (nodem) and primary receiver (noden) are fixed at certain

locations. The secondary nodes are assumed to be randomly distributed according to a homogeneous

Poisson point process with a density ofρ nodes per unit area. Note that, notations will be defined when

they are introduced.

At the physical layer of each node (including both primary users and secondary users), we consider

two different radio models that have been widely used in the literature: 1) ideal radio model and 2) fading

radio model. In the ideal radio model, if the transmission power of nodeu is Pu, then the received radio
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Fig. 1. Typical example of CRN considered in this paper. We use squares to represent primary users and circles to represent

secondary users.

power at nodev, denoted asP
′

v, is given by

P
′

v =
Pu

dα
u,v

(1)

wheredu,v is the distance between the two nodesu and v, and α is the path-loss exponent. Typical

value ofα is in the range of[2, 6]. Since the received power is a deterministic function of thedistance

separating the transmitter and the receiver, any two nodes that experience the same distance would have

the same attenuation. However, this isotropic propagationhas been shown to be unrealistic in most real-

world environments. Therefore, we also consider a more realistic radio model, i.e. fading radio model,

that accounts for random signals caused by multi-path propagation. We assume the use of Rayleigh flat-

fading model in this paper. In such a model, the received power at nodev is exponentially distributed

and the probability density function follows

f(P
′

v) =
1

E(P ′

v)
exp (−

1

E(P ′

v)
) (2)

whereE(P
′

v) is the mean value and followsE(P
′

v) = Pu

dα
u,v

. Note that, for the same pair of nodes, the

mean received power is the same as that in the ideal radio model but the actual received power at the

receiver fluctuates around this mean value.

We assume that there is a direct link between secondary nodesu andv when the Signal to Noise and

Interference ratio (SNIR) at receiverv is no less than a thresholdβS . Let link probability P∧(u, v) be



5

the probability that there is a direct link betweenu andv (i.e. v is a neighbor of nodeu). We have,

P∧(u, v) = Prob{SNIRu,v ≥ βS} (3)

In whisper CRN, the secondary transmitter can access the channel simultaneously with the primary

transmitterm. Therefore, the secondary receiverv suffers from the interference caused by the primary

transmitterm. Assume that the transmission power ofm is Pm. In ideal radio model, the interference

from nodem is Pm

dα
m,v

. The SNIR at nodev is

SNIRu,v =

Pu

dα
u,v

N0 + Pm

dα
m,v

(4)

where N0 is the noise level. Since,SNIRu,v here is a deterministic function, the probability that

SNIRu,v ≥ βS is either one or zero. The link probability follows

P∧(u, v) =











1 if
Pu

dα
u,v

N0+
Pm

dα
m,v

≥ βS ,

0 otherwise.
(5)

In fading radio model, since the received power is a random variable, SNIRu,v is also a random

variable. The link probability, given by [18], follows,

P∧(u, v) = Prob{SNIRu,v ≥ βS} = exp

(

−
βSN0d

α
u,v

Pu

)

×
1

1 + βS
Pm

Pu
( du,v

dm,v
)α

(6)

In whisper CRN, the secondary users can transmit packets simultaneously with the primary users.

However, the transmission power of the secondary users is constrained so that it will not compromise the

reliable transmission of primary users. Now we proceed to estimate the transmission power of secondary

useru

In ideal model, we assume that the transmission of primary users is reliable if SNIR at the primary

receiver is no less than the thresholdβP . Note that, the primary receivern suffers from the interference

caused by the secondary useru, which is Pu

dα
u,n

. Therefore, the transmission power of secondary userPu

should satisfy

SNIRm,n =

Pm

dα
m,n

N0 + Pu

dα
u,n

≥ βP (7)

Re-arranging the equation, we have,

Pu ≤ dα
u,n

(

Pm

βP dα
m,n

− N0

)

(8)

In the case of fading radio model, the transmission of primary users is reliable if the probability that

SNIRm,n ≥ βP is no less than a reliability thresholdγ. We have,

Prob{SNIRm,n ≥ βP } ≥ γ (9)
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Fig. 2. Maximum allowed transmission power of a secondary user in whisper CRNs as a function of X-coordinate of this user

(Y-coordinate is fixed at zero). The coordinates are measured in meters.Pm = 27dBm, N0 = −90dBm, α = 3, βP = βS = 15

The termProb{SNIRm,n ≥ βP } can be calculated by the following equation, which is similar to

Eq. (6) but here the interference source is secondary useru,

Prob{SNIRm,n > βP } = exp

(

−
βP N0d

α
m,n

Pm

)

×
1

1 + βP
Pu

Pm
(dm,n

du,n
)α

(10)

Combining Eqs. (9) and (10), the transmission power of secondary nodeu should satisfy,

Pu ≤
Pm

βP

(
du,n

dm,n

)α
{

1

γ
exp

(

−
βP N0d

α
m,n

Pm

)

− 1

}

(11)

The above discussion shows that the transmission power of a secondary user depends on the locations of

the secondary user, primary transmitter and primary receiver. Now we illustrate the transmission power of a

secondary user using numerical results calculated by Eqs. (8) and (11). We assumePm = 0.5W (27dBm),

N0 = 1.0E − 12W (−90dBm), α = 3, βP = βS = 15, and the primary transmitter and receiver are

located at (0,500) and (500,500) respectively. The coordinates are measured in meters. We will use this set

of parameters throughput the paper. For the fading radio, weconsider two cases:γ = 0.90 andγ = 0.95.

We vary the x-coordinate of secondary users from 0 to 500 and fix the y-coordinate at 0. Fig. 2 compares

the maximum allowed transmission power of the secondary users for different radio models. It shows that,

for both ideal and fading models, the transmission power decreases with the x-coordinate of secondary

node. When the x-coordinate of secondary user increases from 0 to 500, the node is closer to the primary

receiver and will hence introduce more interference at the primary receiver. Therefore, the node needs

to use a smaller transmission power in order to keep the interference at the primary receiver under the
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Fig. 3. Link probability from a node at location (200,0) to a node at any other location under ideal radio model. Dark area is

the radio coverage of the node, within which the link probability at each location is one.

constraint. Comparing the different radio models, Fig. 2 shows that the node in fading radio requires

significantly less transmission power than in ideal radio. This is due to the fact that, in fading radio, the

received power at primary receiver is a random variable. As aresult, the instantaneous SNIR at primary

receiver has a wide range of values. In order to keep the instantaneous SNIR above the required value in

most cases (with the value ofγ), we need to ensure a very small interference from the secondary user

and therefore a much smaller transmission power. Clearly, the transmission power in fading channel also

depends on the reliability thresholdγ. With a high value ofγ, we have a tighter interference constraint

and therefore further reduce the transmission power of the secondary user, as shown in Fig. 2.

Knowing the transmission power of secondary users, we can substitute it into Eqs. (5) and (6) to

compute the link probability for any two secondary users. Here we assume that secondary users employ

the maximum allowed transmission power given by Eqs. (8) and(11). Fig. 3 illustrates the link probability

from a nodeu at location (200,0) to a node at any other location under ideal radio model. The node

u in the figure is represented as a small grey circle located at (200,0). Recall that, the link probability

in ideal radio model is either one or zero. The dark region in Fig. 3 represents the radio coverage of

nodeu, inside which the link probability is one. In other words, all the nodes inside the coverage are

the neighbors ofu. The figure illustrates that, the radio coverage is close to adisk shape but nodeu is
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Fig. 4. Link probability from a node at location (200,0) to other location under fading radio model. The color at each location

denotes the value of link probability from (200,0) to this location.

not the center of the disk. This is the result of interferencefrom primary transmitter1. Similarly, Fig. 4

illustrates the link probability from nodeu to other locations under fading radio model. The grey level at

each location represents the value of link probability, which varies between 0 and 1. In contrast to ideal

radio, we do not have a clear radio coverage in fading radio. The neighbors of nodeu can be located

at any place in the network. Of course, when a node is closer tonodeu, the node has larger chance to

become a neighbor ofu. Both Fig. 3 and Fig. 4 illustrate that a secondary user may not have a direct

link to the destination, which leads to multi-hop communication. Next, we analyze the the number of

hops required from a secondary source to a secondary destination in whisper CRNs.

III. A NALYSIS OF HOP COUNT

This section seeks to develop a model for analyzing the hop count from the secondary source to the

secondary destination in a whisper CRN when the primary users are busy.

We use a discrete Markov chain to model the hop-by-hop progress of a packet from the source to the

destination. The state of the Markov chain is defined as the location of the current forwarding node that

holds the packet. Consider the network in Fig. 1 where the node u located at(xu, yu) is currently holding

the packet. The neighbors ofu are represented by grey circles. In greedy routing, a forwarding node

1In the absence of the interference from primary transmitter, the radio coverage should be a perfect circular area with node

u as the center of the circle.
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selects the next hop from amongst its neighbors that is geographically closest to the destination. Since

nodev is the closest neighbor to the destination in this example, Nodeu choosesv located at(xv, yv)

as the next hop. We model this packet movement from nodesu to v as a state transition from(xu, yu)

to (xv , yv). In general, the hop-by-hop progress, that is made by a packet towards the destination, can

be represented by a series of state transitions that eventually culminates in state(xd, yd), which are the

coordinates of the destinationD. The number of hops from a source to a destination is the number of

states the packet goes through.

Note that, ideally the states in this Markov chain should be modeled as a continuous random variable.

However, to simplify our model, we use a discrete state spaceto approximately represent the continuous

values. We divide the two-dimensional network area into a grid, each cell of which has a length ofε and

a width of ε, where the parameterε is the interval of the state space (i.e. the quantization coefficient).

When the intervalε is small enough, the discrete state space approximates the original continuous space.

In the rest of paper, when we refer ”a node (or no node) at location (x, y)”, we actually mean ”a node

(or no node) within the small cell around(x, y)”.

Our analysis is composed of the following steps. The first step involves determining the state transition

probabilities for the Markov chain (section III-A) using geometric calculation. Based on the transition

probabilities, we recursively compute the hop count distribution and the mean value given a commu-

nication pair (Section III-B). Finally, we propose an approximation to simplify the analysis and reduce

the computational complexity (Section III-C). Note that, the analysis is independent of the radio model

under consideration. One simply has to substitute the appropriate link probability equations as derived

in the previous section for the radio model under consideration.

A. State Transition Probability

The aim of this section is to derive an expression for the state transition probability, which will be

used in the next section to derive a probability density function of the hop count for greedy geographic

routing in whisper CRN.

As illustrated in Fig. 1, the state transition from(xu, yu) to (xv, yv) is the joint event that nodeu has

at least one neighbor located at(xv, yv) and no neighbors located closer to the destination than(xv, yv).

Since, if there exists a neighbor located closer than(xv, yv) to the destination, any node in(xv, yv) will

not be chosen by geographical routing. LetΩv denote the region containing all the points that are closer

to destination than nodev, as illustrated in in Fig. 1. Therefore, the probability that current nodeu will

send the packet to a nodev is the probability of the joint event that there are no neighbors within Ωv
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and there is at least one neighbor at(xv , yv). Note that, there should also be no direct link from node

u to the destination. Otherwise, the packet will be forwardedto the destination directly skipping state

(xv, yv). We have the following theorem.

Theorem 1:We assume that the destinationD is located at(xd, yd) and the current state of a packet is

at (xu, yu), which corresponds to a secondary nodeu situated at this location. Letdu,D anddv,D be the

distance from location(xu, yu) and(xv, yv) to D respectively. In whisper CRN, the transition probability

of a packet from current state(xu, yu) to next state(xv, yv) is,

P(xu,yu)−>(xv ,yv) =







0 if du,D ≤ dv,D,

η otherwise
(12)

where

η =

[

1 − P∧(u,D)

][

1 − exp (−ρǫ2P∧(u, v))

]

∏

(xw,yw)∈Ωv

exp (−ρǫ2P∧(u,w)) (13)

andP∧(u, v) is the link probability from a node at(xu, yu) to a node at(xv, yv), defined in Eq. (5) and

(6) for ideal radio model and fading radio model respectively. Ωv is the set of all locations that are closer

to destinationD than location(xv, yv).

Proof: According to greedy routing, the next state(xv, yv) should be always closer to the destination

than current state(xu, yu), i.e. du,D > dv,D. In other words, the nodeu would never forward a packet

to (xv, yv) if (xv, yv) is further away from theD than(xu, yu). Hence, the transition probability is zero

if du,D ≤ dv,D, which explains the first case in Eq. (12).

For the second case, as we have discussed, the transition probability is the product of the following

three independent probabilities.

P(xu,yu)−>(xv ,yv) = Prob{no direct link from nodeu to the destination}

×Prob{at least one neighbor at(xv , yv)} × Prob{no neighbor withinΩv}
(14)

The first term in the right side of Eq. (14) can be easily calculated as,

Prob{there is no direct link from nodeu to the destination} = 1 − P∧(u,D) (15)

Now we compute the the second term in Eq. (14). The probability of at least one neighbor existing at

(xv, yv) is the complementary probability that no neighbor is located at (xv, yv).

Prob{at least one neighbor at(xv, yv)} = 1 − Prob{no neighbor at(xv, yv)} (16)
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The event that no neighbor is located at(xv , yv) is the event that, for anyk number of nodes at

(xv, yv), there are no direct links fromu to any one of these k nodes. Therefore,

Prob{no neighbor at(xv, yv)} =

∞
∑

k=0

{

Prob{there are k nodes at(xv, yv)}×

Prob{there is no direct link fromu to any one of these k nodes}

}
(17)

Since, we assume a discrete state space withε as the quantization interval, we can approximate point

(xv, yv) as a small square with area ofǫ2. Therefore, when we refer to ”k node at location(x, y)”, we

actually mean ”k node within the small cell around(x, y)”. Recall that, nodes follow Poisson distribution.

The number of nodes within an area ofǫ2 follows a Poisson distribution with mean ofρǫ2. The probability

that there arek nodes in the(xv, yv) is

Prob{there are k nodes at(xv, yv)} =
(ρǫ2)k exp (−ρǫ2))

k!
(18)

Given there arek nodes at(xv, yv), the link probabilities fromu to any one of these nodes are

independent of each other. Knowing the link probabilityP∧(u, v), we have,

Prob{there is no direct link fromu to any one of these k nodes} = (1 − P∧(u, v))k (19)

Substituting Eqs. (18) and (19) into (17), we have,

Prob{no neighbor at(xv, yv)} =

∞
∑

k=0

(ρǫ2)k exp (−ρǫ2))

k!
× (1 − P∧(u, v))k

= exp (−ρǫ2P∧(u, v))

∞
∑

k=0

[ρǫ2(1 − P∧(u, v))]k exp [−ρǫ2(1 − P∧(u, v))]

k!

= exp (−ρǫ2P∧(u, v))

(20)

Next, we compute the the third term in the right side of Eq. (14), i.e. the probability that nodeu does

not have any neighbor within regionΩv. This probability is the probability of joint events that, for any

location withinΩv, e.g.(xw, yw), there is no neighbor at this location. We have,

Prob{no neighbor withinΩv} =
∏

(xw,yw)∈Ωv

Prob{no neighbor at(xw, yw)} (21)

The variableProb{no neighbor at(xw, yw)} can be computed in the same way as Eq. (20). Combining

Eqs. (14), (15), (16), (20) and (21), the theorem can be proved.△ △△
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B. Hop Count Distribution and Mean Value

Based on the transition probability computed earlier and using recursive computation, we have the

following results on the probability density function of the hop counts.

Theorem 2:Given a secondary nodeu (located at(xu, yu)) and a destinationD (at (xd, yd)), the

probability distribution of hop countH (an integer variable) in greedy routing fromu to D is given by,

P (H = h|(xu, yu), (xd, yd)) =







P∧(u,D) if h = 1,

ξ if h > 1
(22)

where

ξ =
∑

(xv ,yv)

P(xu,yu)−>(xv ,yv)P (H = h − 1|(xv , yv), (xd, yd)) (23)

andP(xu,yu)−>(xv ,yv) is the state transition probability given in Theorem 1,P (H = h−1|(xv, yv), (xd, yd))

is the probability that the hop count from a node at(xv, yv) to destinationD is h − 1. △ △△

Proof: Note that, if the hop count from the current state(xu, yu) to the destination ish, then hop count

from the next state(xv , yv) to the destination must beh − 1. By applying the law of total probability,

we have the recursion in Eq. (23). For the case ofh = 1, the one-hop probability is the probability that

there is a direct link from nodeu to the destination.△ △△

Since, the state transition probabilities depend on the link probabilities, which are functions of the

network parameters, e.g. node density, the locations and transmission power of primary users etc. (given

in Eq. (5) and (6)), the hop count distribution is also a function of these parameters. However, for

brevity, we will not make these dependencies explicit. The result of Theorem 2 shows that we can use

recursive computation to obtain the probability density function of the hop-count for a given secondary

source-destination pair.

We can use the hop count density function to derivepath availabilityandmean hop count.

1) Path availability: Note that, there is a chance that a source may not be able to finda routing

path to a destination. This is due to the failure of greedy forwarding, where no neighbor is closer to

the destination than the forwarding node itself2. For a given pair of source and destination, if we sum

the hop count probabilities over all hop count values, the result is the probability that the source can

successfully find a routing path to the destination. We denote the summation asV , and refer it as the

2In conventional geographic routing protocol, other forwarding schemes, e.g. face routing [15], are used when the greedy

routing fails. We do not consider these recovery schemes forsimplicity.
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Fig. 5. Mean hop count as a function of source location under fading radio model. The destination is located at (500,0).

Primary transmitter and primary receiver are located at (0,500) and (500,500) respectively. The coordinates are measured in

meters.Pm = 27dBm, N0 = −90dBm, α = 3, βP = βS = 15, γ = 0.9

path availability from the sourceS to the destinationD. We have,

V =

∞
∑

h=1

P (H = h|(xs, ys), (xd, yd)) (24)

2) Mean hop count:Now we proceed to compute the mean hop count for a given communicating

pair. Note that, the hop count is only meaningful when there is a routing path from the source to the

destination. Therefore, when we calculate the mean hop count, we only consider the case that the source

can successfully find a routing path to the destination.

Based on Theorem 2, the probability that the hop count ish is P (H = h|(xs, ys), (xd, yd)). Con-

sequently, the probability that the hop count ish on the condition that there is a routing path, is

P (H = h|(xs, ys), (xd, yd))/V . Finally, the mean hop countH on the condition that there is a routing

path is:

H =

∑

∞

h=1 h · P (H = h|(xs, ys), (xd, yd))

V
(25)

We illustrate the mean hop count given by Eq. (25) using a numerical example. We assume that the

secondary destination is located at (500, 0). The primary transmitter and receiver are located at (0,500)

and (500,500) respectively. The unit of thex − y coordinates is meters. Node density isρ = 0.0005

per square meters. The quantization interval isε = 1m. Other parameters are the same as those used

in Fig. 2. Fig. 5 shows the mean hop count from the different source locations to the destination under

fading channel, where the reliability thresholdγ is 0.9. The level of grey at a location indicates the
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Fig. 6. Mean hop count as a function of source-to-destination distance.

mean hop count from this location to the destination. This figure clearly shows the impact of primary

pair on the hop count. Note that, in a traditional wireless adhoc network (no primary users), when the

source is further away from the destination, it generally takes longer hops to reach to the destination [19].

However, Fig. 5 shows that this rule does not hold when there exists power constraints and interference

due to primary users. For example, although locationA in the figure (360m from the destination) is

closer to the destination than the locationB (450m from the destination), a node at locationA takes

more hops on average (5.1 hops) to reach the destination thanthe source at locationB (4.2 hops). This

is due to the non-uniform transmission power of the secondary users. In this example, locationA is

closer to the primary receiver. Hence, it is forced to use a smaller transmission power in order to satisfy

the interference constants at the primary receiver. A smaller transmission power leads to a smaller radio

coverage and therefore more hops to reach the destination.

In order to validate the correctness of the analytical model, we develop a custom C++ simulator to

simulate the hop count results. In the simulation, the nodesare randomly distributed according to a

homogeneous Poisson point process. The network parametersare the same as we use in producing the

analysis results in Fig. 5. The destination is fixed at (500,0) but we vary the location of the source

from (0,0) to (500,0) (along x axis). For each secondary node, the transmission power is determined

by Eq. (8) or (11) for the different radio models. The simulator constructs the neighbor list for each

secondary node, i.e. for a nodeu, if the SNIR at another nodev is no less than the thresholdβS , the

nodev is included in the neighbor list ofu. Based on the neighbor list of each node (local topology), we
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then use greedy routing to find the routing path from a source to a destination and count the number of

hops. The comparisons between the analysis results and the simulation results are depicted in Fig. 6. The

figure shows that the simulation results are in line with the analysis results, which justifies our analytical

model. Note that, in ideal radio model, the mean hop count drops sharply from 2 to 1 when the source

is about 120m away from the destination. The reason is that, when the source-to-destination distance

is more than 120m, the source cannot reach the destination directly and needs at least one relay node.

Therefore, the hop count is at least 2. However, when the distance is less than 120m, the source can

directly communicate with the destination and therefore the hop count drops to 1. In fading radio model,

we do not observe this sharp decrease. This because, even if the source-to-destination distance is less

than 120m, the source may not always have a direct link to the destination due to the random fading and

therefore the average hop count is greater than one.

Fig. 6 also shows another interesting pattern when comparing the hop count results of two different

radio models. When the source is close to the destination, the node in fading radio model takes more hops

than it does in ideal radio model. On the contrary, when the source is further away from the destination,

the fading radio model incurs a smaller number of hops. We will explain the reasons for this result in

the next subsection (see Section III-C).

Note that, the above computation of the mean hop count requires us to recursively compute the

hop count distribution at each location in the entire 2-dimensional space. This computation has a time

complexity of O(d3), where d is the distance between the source and destination. It is evident that

evaluating the mean hop count for a sizable network can be a considerably computationally intensive

task. Hence, in the next section, we derive a simplified technique to estimate the mean hop count.

C. Approximation of Mean Hop Count

In order to compute the mean hop count approximately, we introduce the concept ofhop distance,

which measures the progress made by a packet towards the destination in one hop. If we can estimate

the average hop distance along the routing path, denoted asδ, we can approximate the mean hop count

as the ratio of the source-to-destination distance to the average hop distance.

H =
d(xs,ys),(xd,yd)

δ
(26)

In order to calculate the average hop distance along the routing path, we need to know the hop distance

when the packet is at any intermediate location(x, y). This can be derived from the state transition

probability presented in Theorem 1. Letdu,D be the distance from the current location(xu, yu) to the
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destination, anddv,D be the distance from the next state(xv, yv) to the destination. The hop distance

can be calculated as follows,

δ(xu, yu) =
∑

(xv ,yv)∈Ωu

(du,D − dv,D)P(xu,yu)−>(xv ,yv) (27)

It is worth noting that the mean hop count is the average hop count on the condition that there is a

routing path from the source to the destination. Similarly,when we calculate hop distance, we should

also consider the condition that each intermediate forwarding node can successfully find a next hop. Let

W (xu, yu) be the probability that a node at location(xu, yu) can successfully find the next hop, referred

as link success probability. According to greedy routing,W (xu, yu) is the complimentary probability that

the node does not have neighbor closer to the destination than the node itself. Letωu denote the region

that includes all the locations that are closer to the destination than the nodeu itself. We have,

W (xu, yu) = 1 − Prob{no neighbor withinΩu} (28)

The unknown parameterProb{no neighbor withinΩu} can be calculated in the same way as shown

in Eq. (21). Therefore, we have,

W (xu, yu) = 1 −
∏

(xw ,yw)∈Ωu

Prob{no neighbor at(xw, yw)} (29)

Therefore, the hop distance at(xu, yu) given that the next hop exists is:

δ(xu, yu) =

∑

(xv ,yv)∈Ωu

(du,D − dv,D)P(xu,yu)−>(xv ,yv)

W (xu, yu)
(30)

Fig. 7 illustrates the hop distance of the intermediate nodeu for both radio models. We vary the

location of nodeu from (0,0) to (500,0). The figure shows that when nodeu is closer to the destination,

the hop distance in fading radio is smaller than that in idealradio. On the contrary, when the location is

further from the destination (more than 230m away), the fading radio generates larger hop distance. This

behavior is caused by the random characteristics of fading channel. Because of the random signal, two

nodes that are closer to each other do not necessarily have a direct link. Therefore, a node that is closer

to the destination tends to have smaller hop distance in fading radio (therefore a larger hop count in the

right side of Fig. 6). Similarly, due to the random signal in fading radio, two nodes that are further away

from each other can still possibly have direct link between them. Therefore, when a node is far from the

destination, the node can potentially find neighbors that are distant from the node itself and therefore

achieve larger hop distance. The larger hop distance in fading radio leads to smaller number of hops,

which explains the shape of the curves in the left side of Fig.6. Note that, in Fig. 7, the hop distance
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Fig. 7. Hop distance of an intermediate nodeu (represented as the distance fromu to the destination)

for ideal radio model increases dramatically at about 120m.This is due to the fact that, when the node

is further away from destination than 120m, the node cannot reach the destination directly and the hop

distance is around 90m (according to (30)). However, when the node is at 120m, the node can directly

communicate with the destination and therefore the hop distance increases to 120m.

Now we calculate the average hop distanceδ from a source to a destination. We assume that all the

intermediate forwarding nodes are located along the straight line connecting the source and destination3.

Therefore, the average hop distance is the average value of hop distance over all the locations along

the routing path. LetΩ be the set of locations that lie on the straight line connecting the source and

destination. We have,

δ =

∑

(x,y)∈Ω δ(x, y)
∑

(x,y)∈Ω 1
(31)

As an illustration, we compare the approximation of mean hopcount with the exact calculation via

Theorem 2. We assume the same network parameters as those used in Fig. 6. Fig. 8 shows the mean hop

count when the source varies from location (0,0) to (0,500) (along the x axis). Note that, the destination

is fixed at (0,500) and therefore the distance from the sourceto the destination varies from 500 to 0. In

the figure, the thick lines represent the approximation results and the corresponding thin lines represent

the exact calculation results. The figure shows that the simplified calculation can approximate the mean

hop count with an error of less than 10% on average. However, the computation complexity is reduced

3The forwarding nodes in greedy routing are indeed located close to the straight line connecting the source and the destination.
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Fig. 8. Approximation of mean hop count as a function of source-to-destination distance

significantly fromO(d3) to O(d) since the recursive computation is now carried out along a line, rather

than on a plane.

IV. PERFORMANCERESULTS

In this section, we analyze the end-to-end throughput of a secondary communication pair in whisper

mode, i.e. when the primary users are busy. We first define the end-to-end throughput. We then investigate

the impact of network parameters on the throughput of secondary network, including radio model, the

secondary source-to-destination distance, the distance from secondary pair to primary pair and the nodes

density.

A. Definition of End-to-End Throughput

We assume that, when a secondary user transmits a packet, allthe other secondary nodes keep silent

(i.e. no spatial reuse is applied among secondary users)4. We further assume that there is only one

communicating pair in the network. Under these simplified assumption, the throughput of the pair is the

data rate at link layerr divided by the hop count from the source to the destination, i.e. r

H
. (Note that,

we assume that the secondary nodes use a constant transmission rater at the link layer. One can think

of this as the transmission rate that can be supported by SNIRthresholdβ of the secondary users.) Note

4Note that, if we consider the channel reuse, multiple secondary users can utilize the channel at the same time. Therefore,

we need a power allocation algorithm to assign power for eachof the multiple transmitters so that their collective interference

at the primary receive is below the required constraint. We also need a multi-access protocol for collision avoidance between

1-2 hop neighbors. We plan to address this issue in our futurework.
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that, when the source cannot find a routing path to the destination, the throughput is zero. Therefore, the

average end-to-end throughput,E, is

Ewhisper =
r

H
· V (32)

whereV is the path availability probability measuring the probability that a source can successfully find a

routing path to a destination. As discussed in Section III-B, path availability can be calculated by the hop

count distribution according to Eq. (24). However, this approach requires a high computation complexity

due to the requirement of hop count distribution information. Here, we also propose a simplified approach

to estimate the path availability. Recall that, when a packet is making its way to the destination, each

intermediate node may fail to find the next hop. Path availability is the joint probability that all the

forwarding nodes (including the source) can successfully find a next hop. Recall that,W (x, y) denotes

the probability that an intermediate node at location(x, y) can successfully find the next hop. If we know

the average value ofW per hop, and the mean hop countH, we can estimate the path availability for

the whisper mode by

V = W
H

(33)

Similar to the approximation of mean hop count, we assume that all the intermediate forwarding nodes

lie along the straight line connecting the source and destination. Therefore, an approximation for the

mean per-hop path availability is

W =

∑

(x,y)∈Ω W (x, y)
∑

(x,y)∈Ω 1
(34)

whereΩ has the same meaning as that in Section III-C.

B. Performance Results

In this section, we present the throughput results of secondary users in whisper CRN under two different

radio models. We study the impact of network parameters on the end-to-end throughput of secondary pair

using numerical results from Eq. (32). We vary the parameters, including the distance from secondary

source to secondary destination, the distance from the primary pair to secondary pair, the node density

and the reliability requirement of primary users.

We first vary the distance between the secondary source and the secondary destination. We fix the

destination at location (500,0) and vary the source from (0,0) to (500,0). Other parameters are the same

as those in Fig. 5. We normalize the end-to-end throughput using the link data rater. Fig. 9 shows

the numerical results of the normalized end-to-end throughput as the function of source-to-destination

distance. It illustrates that, under the interference constraints, the secondary throughput is relatively low
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Fig. 9. Impact of secondary source-to-destination distance on the end-to-end throughput
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Fig. 10. Impact of distance from the primary pair to the secondary pair on the end-to-end throughput

for a larger source-to-destination distance. It then increases slowly with the distance, until the two nodes

are so close that the source may have direct connection with the destination. The sharp increase observed

with the ideal radio model is because of the sudden change in the mean hop count from 2 to 1 (see

Fig. 6) when the source-destination distance is lower than 120m. As a result, the normalized throughput

increases sharply from 0.5 to 1. Note that, when the source isclose to the destination, the pair in fading

radio has significantly lower throughput than in ideal radio. This is because, due to the random fading,

the pair may not have a direct connection even when they are close to each other. As a result, the source

may require other relay nodes to forward packets and therefore decreases the end-to-end throughput. In

general, the secondary pair can gain greater benefit in the whisper CRNs, when the secondary source is

close to the destination.

In the second study, we vary the distance between the primaryand secondary pairs. The primary
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Fig. 11. Impact of node density on the end-to-end throughput

transmitter and receiver are still fixed at (0,500) and (500,500) respectively (the primary pair is parallel

to thex-axis). The secondary source and destination are also 500m apart, and are placed in a line parallel

to x axis. We vary they-coordinate of the secondary pair from 200 to−800. Equivalently, the distance

from the primary pair to the secondary pair varies from 300m to 1300m. Fig. 10 depicts that, for both

radio models, the throughput initially increases linearlywith the distance. However, for ideal radio model,

after a certain point (distance of 1150m) the secondary pairis so far away from the primary pair that the

transmitting power limitation due to the interference constraint disappears. Thus, the secondary source

can use the maximum transmission power (0.5W in this example) and communicate directly with the

secondary destination. As a result, the end-to-end throughput equals to the link data rate ofr. For fading

radio model, even with such maximum transmission power, thesource still needs the relay nodes to reach

the destination and therefore leads to the smaller throughput 5.

Recall that, node density has a great impact on the path availability and therefore on the end-to-end

throughput (according to Eq. (32)). Next, we study the actual impact of node density on the throughput.

We vary the node densityρ from 0 to 0.002. The source and the destination are located at(500, 0) and

(500, 0) respectively. Fig. 11 shows the end-to-end throughput as a function of node density. It shows

that, for both radio models, the throughput increases rapidly with an increase in the node density, but

the rate of increase slows down considerably before it converges to a maximum value. However, the

converged throughput value in fading radio (above0.35r) is much higher than the one in ideal radio

(about0.2r). This is again due to the random signal in fading channel. With high node density, each

5Note that, if the source can directly communicate with the destination, the throughput isr. However, if the source needs two

hops to reach the destination, the throughput decreases significantly to 0.5r.
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Fig. 12. Impact of reliability requirement (γ) on the end-to-end throughput

node has a better chance of finding neighbor that is distant from the node itself and therefore the node

can achieve longer hop distance. This leads to the smaller hop count from the source to the destination

and finally larger end-to-end throughput. Generally, the figure shows that, for each radio model, when

the density is low, we can improve the throughput dramatically by deploying more secondary nodes.

However, after a certain knee point, the further increase ofnode density can only benefit the end-to-end

throughput marginally.

In fading radio, the transmission power of a secondary node is limited so that the interference will

not decrease the quality of primary transmission below the reliability requirement, as stated in Eq. (11).

Now, we study the effect of the reliability requirementγ on the performance of secondary users. We vary

γ from 0.75 to 0.99. The higher value ofγ, the stricter interference constraint we have on the secondary

users. Fig. 12 shows the normalized throughput as the function of γ. As the expected, the throughput

decreases with the reliability requirement. Since, with the higher value ofγ, the transmission power

of each secondary user has to be smaller in order to satisfy the stricter constraint, as illustrated in the

previous Fig. 2. The smaller transmission power leads to longer hops and therefore smaller throughput.

Whenγ increases to 0.98, the throughput is reduced to almost zero.Therefore, in fading radio, whisper

CRN can only achieve throughput gain when the primary users have less rigorous reliability requirement.

V. MULTI -CHANNEL WHISPERCRNS

Our analysis on the performance of whisper CRNs has assumed only one channel. Intuitively, if we

have multiple orthogonal channels scenarios, the secondary users can access these multiple channels

simultaneously and therefore improve the network throughput. In this section, we propose and analyze a

channel assignment strategy, which works in conjunction with greedy geographic routing.
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Fig. 13. Example for two primary pairs.

In order to simplify the description, we consider the case with 2 channels. The proposed scheme can

be extended to more than two channels. We also assume that both channels have the same link layer data

rate. Consider the situation depicted in Fig. 13 where two primary user pairs operate in two channels:

channels 1 and 2. Note that, in Fig. 13, the primary receiver of channel 1 is closer to the secondary

destination than it is to the secondary source. If a packet isrouted to the destination from the source

using channel 1 only, as the packet gets closer to the primaryreceiver, the nodes holding the packets are

forced to use a smaller transmission range because they mustreduce their transmission power in order

not to affect the primary receiver. In order words, the hop distance in channel 1 becomes smaller as it

gets closer to the destination. On the other hand, the primary receiver of channel two is closer to the

secondary source than it is to the secondary destination. Therefore, if the packet is routed using channel

2 when it is near the destination, then the nodes holding the packet can use a larger transmission range,

or longer hop distance. This can improve the end-to-end performance.

We confirm the intuitive argument in the last paragraph by plotting the hop distances of intermediate

nodes when using different channels in Fig. 14. The hop distance is calculated by Eq. (27). We use

the ideal radio model as an example and assume that node density is 0.001 per square meters. Other

parameters are the same as those used in Fig. 2. Similar to theapproximate procedure to compute the

mean hop count, we assume that the intermediate nodes are located along the straight line from the

source to the destination. Fig. 14 shows that there exists a cut off point. To the left side of this point,

using channel 1 will give a large hop distance but to the rightside of this point, using channel 2 instead
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Fig. 14. Hop distance as a function of nodes’ location (idealradio model).

will give a larger hop distance.

This motivates us to propose a channel assignment strategy which can readily work with greedy

geographic routing. The channel assignment strategy determines a cut-off point between the source and

the destination, where the nodes on the two sides of the point(also referred as left segment and right

segment) use different channels simultaneously. Note thatwe continue to assume that only one secondary

communication can take place in one channel. However, the two different channels are assumed to be

orthogonal, the communications on these two channels can occur at the same time. The outline of the

channel assignment strategy is proposed below:

1) The source calculates the optimal cut-off point and the channel assignment for both sides of the

cut-off point, based on the network parameters and the location of destination.

2) When the source formats the packet, it puts the location ofthe cut-off point, as well as the channel

assignments on both sides of the cut-off point, in the packetheader.

3) Upon receiving a packet, the intermediate node compares its location to the cut-off point. If it is on

the left side of the cut-off point, it uses the channel assigned for the left segment, and vice versa.

We now discuss how the source can find the optimal cut-off point for a given communicating pair.

Since we can use the two channels simultaneously, the segment that has larger hop count becomes the

performance bottleneck. As a result, the end-to-end throughput is determined by the segment that has

larger hop count. Lethl andhr be, respectively, the average hop count of the left and rightsegments.

The end-to-end throughput isr/max{hl, hr} 6. If we want to maximize the end-to-end throughput, we

6Here we assume that node density is high enough so that the path availability is 1. Therefore, the end-to-end throughput is

only a function of hop count.
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need to choose the channel combination that minimizes the the larger hop count of two segments, i.e.

min(max{hl, hr}).

We usew to denote the location of the cut-off point, i.e. the cut-offpoint is at a distance ofw from

the secondary source. Lethl
1(w), hl

2(w) be the average hop count of left segment when using channel

one and channel two respectively. Similar, lethr
1(w), hr

2(w) be the average hop count of right segment

when using channel one and channel two respectively.

The value ofhl
1(w) can be estimated by the mean hop count approximation procedure discussed in

Section. III-C. Note that the use of the approximation procedure reduces the computation burden at the

source. We have,

hl
1(w) =

w
∑

(x,y)∈Ωl Q1(x,y)
∑

(x,y)∈Ωl 1

(35)

whereQ1(x, y) is the hop distance of a node at location(x, y) when using channel one, andΩl is the

set of discrete location points between the source and the cut-off point.

Similar for hr
2(w), we have

hr
2(w) =

D − w
∑

(x,y)∈Ωr Q2(x,y)
∑

(x,y)∈Ωr 1

(36)

Let T1,2(w) be the end-to-end throughput of secondary pair if we split the routing path atw with the

left segment uses channel 1 and the right segment uses channel 2. We have,

T1,2(w) =
r

max{hl
1(w), hr

2(w)}
(37)

The optimal end-to-end throughput is

T1,2 = max
w

T1,2(w) (38)

and the optimal cut-off point for this channel assignment is:

w1 = arg max
w

T1,2(w) (39)

Similarly, let T2,1(w) be the end-to-end throughput of secondary pair if we split the routing path atw

with the left segment uses channel 2 and the right segment uses channel 1.

The optimal end-to-end throughput for this particular channel assignment is:

T2,1 = max
w

T2,1(w) (40)

and the optimal cut-off point is

w2 = arg max
w

T2,1(w) (41)
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Fig. 15. End-to-end throughput as a function of cut-off point under ideal radio model.
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Fig. 16. End-to-end throughput as a function of cut-off point under fading radio model.

Therefore, ifT1,2 ≥ T2,1, we should assign channel 1 to the left segment and channel 2 to the right

segment, and usew1 as the cut-off point. Otherwise, we assign channel 2 to the left segment and channel

1 to the right segment, and usew2 as the cut-off point.

Note that, the above analysis is independent with radio models and can be applied to both ideal radio

model and fading radio model. For an illustration, Fig. 15 shows the numerical results of the normalised

throughputT1,2(w) andT2,1(w) as a function ofw under ideal radio model. The normalisation is done with

the link data rater. The network parameters are the same as those used in preparing Fig. 14. Fig. 15

shows that, when using the channel 1 in the left segment, we can achieve the maximum throughput

T1,2 = 0.31r if the cut-off point is at 280. On the other hand, if we use the channel 2 in the left segment,

we can achieve the maximum throughputT2,1 = 0.28r when the cut-off point is at 270. SinceT1,2 is

larger thanT2,1, we should assign channel 1 to the left segment and use 280 as the optimal cut-off point.
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In this example, if we only use one channel for all intermediate nodes from the source to the destination,

the best throughput that we can only achieve is0.14r. Therefore, by using this channel assignment, we

can actually double the end-to-end throughput.

Fig. 16 shows the corresponding results under the fading radio model. It illustrates that the results have

the similar pattern as the case in ideal radio model. However, in fading model, the optimal throughput

is 0.39r and the cut-off is at 337, which are different with the valuesin ideal radio model. This is due

to the fact that the hop distance of a node in two radio models is different, as shown in Fig. 7.

Note that, in this assignment, all intermediate nodes at theleft side of cut-off point use the same

channel, and the same for the right side segment. Consequently, only the secondary link that crosses over

the cut-off point needs to perform channel switching operation (assume one radio interface is equipped

at each secondary user). Therefore, our channel assignmentcan actually achieve the minimum channel

switch overhead.

VI. CONCLUSION

Interference temperature (IT) model allows the secondary users to simultaneously utilize the channel

with the primary users, which improves the channel access opportunities of cognitive radio networks.

Since the secondary users in IT model use a reduced transmission power, a secondary source may need

multi-hop communication with the destination. In this paper, we have quantitatively analyzed the end-to-

end throughput of multi-hop whisper CRNs. We show that the secondary users can gain benefit from IT

model in several scenarios, e.g. when the secondary pairs are located far from the primary pairs. We also

illustrate that radio propagation model and node density have a significant impact on the performance

of secondary users. The performance analysis of whisper CRNs can help us to design more efficient

CRNs. In our technical report [20], we have discussed how onecan apply the analysis results presented

in this paper to design a multi-channel selection scheme, which can achieve higher performance and the

minimum channel switching overhead. In this work, we have considered a localized routing protocol. In

the future, we will investigate other advanced routing, MACprotocols or channel assignment schemes,

and use the the performance results presented in this work asa comparison baseline.
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