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Abstract

In [11], Minker proposed a semantics for negation-free disjunctive logic programs
that offers a natural generalization of the fixed point semantics for definite logic
programs. We show that this semantics can be further generalized for disjunc-
tive logic programs with classical negation, in a constructive modal-theoretic
framework where rules are built from assertions and hypotheses, namely, formu-
las of the form Oy and (Ol where ¢ is a literal, respectively, yielding a “base
semantics” for general disjunctive logic programs. Model-theoretically, this base
semantics is expressed in terms of a classical notion of logical consequence. It
has a complete proof procedure based on a general form of the cut rule. Usually,
alternative semantics of logic programs amount to a particular interpretation of
nonclassical negation as “failure to derive.” The counterpart in our framework
is to complement the original program with a set of hypotheses required to sat-
isfy specific conditions, and apply the base semantics to the resulting set. We
demonstrate the approach for the answer-set semantics. The proposed frame-
work is purely classical in mainly three ways. First, it uses classical negation
as unique form of negation. Second, it advocates the computation of logical
consequences rather than of particular models. Third, it makes no reference to
a notion of preferred or minimal interpretation.



1 Introduction

1.1 Disjunctive logic programs, fixed points, and negation

As noted in [13], the field of disjunctive logic programming had its beginnings in
1982, but the first major semantics for disjunctive logic programs were proposed
in 1990, in [11], which offered, in particular, a natural generalization of the well-
known fixed point semantics for definite logic programs given in [19]. The key
feature of that generalized semantics is that disjunctions of atoms are generated
using a bottom-up approach applied to sets of rules, assumed to have (possibly
empty) conjunctions of atoms as bodies and nonempty disjunctions of atoms as
heads. The model-theoretic interpretation is easy and flexible, as the absence
of negation in the rules allows one to interpret disjunction either constructively
or not, and also to choose for intended interpretations either all structures, all
standard (Herbrand) structures, or all minimal standard structures.

It has been observed, in [15] in particular, that the generation process at work
in [11] is a form of application of the hyper-resolution rule, that involves a
finite but arbitrary number of clauses, as opposed to classical resolution that
uses precisely two clauses as premises. Resolution, like modus ponens, is a
form of the cut rule. We will refer to the cut rule to motivate and describe a
generalization to the immediate consequence operator associated with the fixed
point semantics studied in [11], targeted at the more general class of disjunctive
logic programs with possibly empty heads, and more crucially, with possible
occurrences of negation in the bodies and in the heads of the rules. Before
we clarify what we actually mean by “occurrences of negation,” let us recall
that the field of logic programming has first focused on logic programs without
negation, then logic programs with nonclassical negation in the bodies of the
rules, and then logic programs with nonclassical negation in the bodies of the
rules and classical negation in the bodies and the heads of the rules; see [2] for
a survey. Some researchers have also proposed to consider more than two forms
of negation [1].

Similarly to the situation with normal programs (sets of rules with no disjunction
in the heads), different views on nonclassical negation have given rise to a large
number of alternative semantics. “Failure to derive” is a notion that can be
applied to sets of rules with no occurrence of (any form of) negation, and [11]
already establish a relationship between their fixed-point semantics and the
generalized closed world assumption. When nonclassical negation is allowed to
occur in the bodies of the rules, many possible interpretations become possible.
But the various interpretations of nonclassical negation do not exhaust the range
of issues raised by the presence of negation in logic programs: in [9], an argument
is made that it is often desirable to be able to work with even more powerful
disjunctive programs, in which classical negation can be used, and the answer-
set semantics is proposed as a natural alternative semantics able to deal with
both classical and nonclassical negation. See [3, 7, 16] for other approaches and
complexity results on disjunctive logic programs where both nonclassical and
classical negation coexist.

Let us focus on classical negation first. What happens to the fixed point se-
mantics in [11] when classical negation enters the stage? A technique to reduce



programs with classical negation to programs without is proposed in [9, 17]
and discussed in [12]; essentially, for every predicate symbol g, a new predicate
symbol @™ is introduced, that allows one to get rid of — by replacing the occur-
rences of —p with o, and (taking p to be nullary in order not to clutter the
discussion) an integrity constraint < p A p— is added to express mutual exclu-
sivity between p and . The immediate consequence operator in [11], slightly
generalised to accepting rules with an empty head, can then be applied. For
instance, the rules p < and —pV —q < are transformed into p < and p~ V¢~ <+,
which complemented with <— pAp™, allows the immediate consequence operator
in [11] generalized to accept rules with an empty head to generate ¢7; and if one
added the rule —q < ¢, then one would eventually generate —q, as required
from a complete proof procedure. This solution is not fully satisfactory though,
as one has obtained a complete proof procedure for an extension of the original
set of rules, not for the set of rules itself. Our immediate consequence operator
will be strongly related to the one in [11], but will deal gracefully with classical
negation, without enriching the original language.

Now let us focus on nonclassical negation. In close relationship to stable au-
toepistemic expansions [14, 10], [18] lets the language of disjunctive logic pro-
grams include a modal operator B that is used to capture nonclassical negation
in one of two ways: not g is expressed as either B—p or =By, conveying that
- is believed or that p is not believed, respectively. So classical negation is
used in combination with B in one of the two proposed translations of not. As
for classical negation in the original program, it gives rise in [18] to a third form
of negation, denoted ~ and referred to as “strong” negation. Based on a rela-
tion of minimal model entailment, [18, 5] defines a notion of static expansion
that yields a fixed-point semantics for disjunctive logic programs; the associated
notion of logical consequence is not standard as it requires selecting, amongst
all possible interpretations, those that happen to be minimal according to an
underlying notion of closed-world assumption. In this paper, we will show that
we can further exploit the power of modal operators and work in a classical
framework, in which classical negation is the only form of negation. Disjunc-
tive logic programs will be modal disjunctive sets of rules, and the least fixed
point of such a set of rules P will consist precisely of the disjunctions that are
logical consequences of P. In contrast to [18] in which the heads and bodies of
rules are disjunctions and conjunctions of both formulas with no occurrence of
B and formulas with occurrences of B, our “building blocks” will be formulas
of the form Oy or OOy where ¢ is a literal. More specifically, given an atom
p, we will map p to Op, —p to O-p, notp to OL—p and not—-p to OLp.
One of the key properties of the proposed syntax of rules is that disjunction is
constructive. In [18], it is claimed that “as pointed out by several researchers,
the form of negation proposed by Gelfond and Lifschitz does not represent real
classical negation —F but rather its weaker form, denoted here by ~F, which
does not require the law of excluded middle F' VvV ~F. This paper adopts a
different view, namely, that only classical negation is necessary, and that there
are other ways to circumvent excluded middle than to introduce a weaker form
of negation; rather than expressing that either ' or =F holds, one can express
that either F' or —F has been derived, that is, JF' V [J=F, in accordance with
Godel’s interpretation of intuitionistic logic in S4. Our representation of not
allows disjunction to behave constructively not only with respect to —, but also



with respect to not, as Op VvV O0—-p is not valid.

1.2 Answer sets and program transformation

To obtain an answer set from a logic program, the Gelfond-Lifschitz transforma-
tion [8] amounts to forcing not ¢ to hold for some literals ¢. In our framework,
this corresponds to complementing the (modal version of the) logic program
with a set of formulas of the form (Uy. More precisely, the answer set se-
mantics imposes a condition that translates into: if OOy occurs in the (modal
version of the) logic program, then that program should be complemented with
OO so that the resulting set of formulas does not logically imply (- (which
will logically imply (00—, hence be logically inconsistent with ¢Cp). One can
think of this condition as: any possible hypothesis {)—formula of form (U that
occurs in the body of some rule—should be made, unless the resulting theory
(the modal logic program complemented with the set of selected hypotheses)
refutes 1. The same idea can be used to capture other semantics besides the
answer-set semantics, and in particular the well-founded semantics; the key con-
dition that captures the well-founded semantics would be expressed not in terms
of “nonrefutation of hypothesis,” but in terms of “confirmation of hypothesis,”
when adding OOy (and possibly other hypotheses) to a modal logic program
results in a theory that logically implies . But these considerations go be-
yond the key purpose of this paper, hence we will not say anything more on the
well-founded semantics. We can describe our plan here as:

e start from a disjunctive logic program P written in a modal language with
classical negation as only form of negation, and possibly complement P
with a set H of so-called hypotheses, that is, formulas of the form ¢U;

e apply a form of the cut rule to P U H to determine a least fixed point,
or equivalently, a set of logical consequences of P U H, that captures a
particular semantics of P depending on the constraints imposed on H,
the case H = @ corresponding to the “base semantics”;

e consider the case where H is chosen in such a way that we obtain the
answer set semantics.

This plan has to be slightly amended, in that the cut rule will not be applied
to P, but to a closure of P under an operation that creates more rules, while
preserving logical validity (the created rules will be logical consequences of those
from which they originate). So it is a form of program extension, a particular
case of program transformation. Program transformation is a technique that has
been widely used in logic programming in general, and for the particular purpose
of defining semantics of disjunctive programs, for example in [4]. Essentially, a
rule of the form

Dpl\/"'vupnvmprﬁ&v"'\/D@n+k <_77[}
will produce rules of the following form.

Upr V- VOpp < Y AOU=pnt1 Ao A QU=0n 4k



This operation has been studied in [6] to transform a disjunctive program into
a normal program. In our framework, the original set of rules is complemented
with formulas obtained by left-shift. When dealing with normal programs, the
answer-set semantics imposes that the literals that can be assumed not to hold
be those that are preceded with not in the bodies of some rules. But when
dealing with disjunctive logic programs, this pool of literals is not sufficient,
and the operation above, that left-shifts some formulas and turns their negations
into hypotheses, will expand this pool of literals as needed, no more, no less.
Interestingly, this operator is not only necessary in relation to the answer set
semantics, but also for what we referred to above as the “base semantics,”; that
is, essentially, the fixed point semantics in [11] generalized to disjunctive logic
programs with classical negation.

We process as follows. In Section 2, we motivate the notions to be introduced
in the rest of the paper. In Section 3, we fix the logical background, and in
particular, define the modal language from which the bodies and heads of a
disjunctive logic program will be made up, together with its semantics. In
Section 4, we formalize the left shift operation and establish the relationships
between this framework and the answer set semantics; the rest of the paper can
then applied to the answer set semantics as a particular case. In Section 5,
we introduce an intermediate proof system, in the spirit of tableau proofs, and
establish its completeness with respect to the class of disjunctive logic programs
under consideration. In Section 6, we establish the completeness of the system
of proof based on applications of the form of the cut rule we use as a counterpart
to the immediate consequence operator described in [11]. Essentially, we convert
a tableau proof into a proof by cuts, a technique which is interesting in its own
right.

2 Motivation

2.1 Objective

Consider the very simple sets of rules whose left hand sides are empty or positive
propositional formulas (built from atoms using conjunction and disjunction) and
whose right hand sides are atoms. Here is an example of such a set of rules P:

- m (p3s Aps) — ps

— P2 pr — Ps

(p1Vps) Ap2 — p3 ps Apr — Po

(P1 APa)Vps — pa (p1Vpa) NP5 Vps) — pio
pP3 — Ps

One can describe the set of literals [P] that are logical consequences of this set
of implications, namely, {p1, p2, p3, D5, Ps, P10}, as the C-minimal fixed point of
P, or as the result of first collecting the facts—the right hand sides of the rules
with empty left hand sides—and then firing the rules that can be activated be-
cause the atoms generated so far validate their left hand sides, and collecting



their right hand sides, yielding successively [Plo = {p1,p2}, [P]1 = {p1,p2,p3},
[Pl = {p1,p2,p3,p5}, and finally, [P]s = [P]. In a first-order setting where
interpretations are standard and might have infinite domains and where rules
accommodate existential and universal quantifiers, the iterative process of gen-
erating atoms could be transfinite, but there would still be a unique C-minimal
fixed point [P], equal to [P]oora Where Ord denotes the class of ordinals; as Ord
is a proper class, [P], is guaranteed to be equal to (Js_,[P]s for some least
ordinal a, marking the point at which the whole of [P] has been generated.
What are the key features of this generation process?

(A) Rules are read from left to right, they operate from the left hand side to
the right hand side; the contrapositives of the rules can be ignored.

(B) At any stage, rules can be considered individually, independently of any
others, to determine what to generate at the next stage.

(C) At any stage, what is generated involves a rule whose left hand side is
“validated” with what has been previously generated.

The theme of this paper is that properties (A)—(C) can be preserved for rules
that are more interesting and general, and more particularly, for rules with
disjunctions on the right hand side; moreover, an adapted form of the cut rule
can operate on rules in a way that satisfies properties (A)—(C).

The most elegant presentation of the cut rule is in the sequent calculus, and
takes the form

(*) @17"'ag0n|_w17"'7wm7€ 57@’1’---7%0;1/}_¢/1a-~-7¢;n/
@1a"'7¢na§017"'a§0;ﬁ l_wla"'awmawiw'ww;n/

to express that

CLA AP NPT A AP =V VY VLV LV

is a logical consequence of

LA AN >V VY, VE

and
ENGIA AP =PIV VY

We will go trough intermediate sets of rules and intermediate adaptations of
the cut rule till we reach the final form of the cut rule that can be satisfactorily
applied to the sets of rules of the kind that we want to eventually be able to
work with. Let us first adapt the cut rule so that it can deal with sets of rules
of the form described above, in a way that satisfies properties (A)—(C) above:
we let it take the form




where k € N, &, ..., &, ¥ are atoms, ¢ is a positive propositional formula with
at least one occurrence of each of &, ..., &, and p[&y/true, ..., & /true], that
is, the result of making all occurrences of &, ..., £ in ¢ true, is logically valid.
This is a big modification of (x), and in some way also a big simplification, more
similar to a generalised modus ponens than to a full cut, but further adaptations
will bring us closer to (x) as we consider sets of rules with disjunction on the
right hand side. As an example of an application of (%) for the set of rules P
defined above, pyg is added to [P] by the following application of (x):

Fpi Fops (p1 Vpa) A (ps V pg) Do
F p1o

Let us emphasize the key differences between () and (x), that will be applicable
to all further adaptations of the cut rule.

e In (%), the cut rule has two antecedents. In (x), at least two sequents, but
possibly more, make up the antecedents.

e In (%), the antecedents of the cut rule are arbitrary sequents. In (*), one
antecedent of the cut rule is an arbitrary sequent, but all other antecedents
are sequents with an empty left hand side.

e In (x), the formula to which the cut is applied is one of a number of
formulas on the left hand side of a sequent that are implicitly conjuncted.
In (), the formulas &y, ..., & to which the cut is simultaneously applied
occur in a formula ¢ that is not necessarily the conjunction of &, ..., &,
but that is logically implied by that conjunction.

e In (%), the consequent is an arbitrary sequent. In (x), it is a sequent whose
left hand side can be made empty.

2.2 Negation

To see whether negation is problematic, let P now denote the extension of the
set of rules defined above with the following rules.

-pi1 — —P3 P12 — D13 —p12 — P13

One might think that the contrapositive of the first extra rule should let pi;
join [P], breaking down property (A) above, and the last two extra rules taken
together should let pi3 join [P], breaking down properties (B) and (C). But
following standard practice in logic programming, we work in a paradigm where
disjunction is constructive. For example, given literals 1, @2, 3 and ¢, the
intended meaning of the rule ¢1 A (2 V 3) — ¢ is, in that paradigm: if
1 has been generated, and if at least one of 9 and 3 has been generated,
then ¢ can be generated. A representation of our set of rules more faithful to
that intended meaning uses the modal operator [J to capture the notion “has
been generated” or “has been proved.” And in accordance with the expected
meaning of J, we will work in a logical setting where for all atoms ¢, Op AC—p
is inconsistent, while Oy V O is satisfiable but not valid. Call assertion any



formula of the form Oy where ¢ is a literal, and assertive body®, with no a priori
reference to any particular rule, any formula obtained from the set of assertions
by arbitrary application of conjunction and disjunction. So we now consider
sets of rules whose left hand sides are assertive bodies and whose right hand
sides are assertions.

Following on from our example, we now let P denote:

— Up Upr — OUps

— Up2 Ops AUpz — Upg

(Op1 v Ops) AOpz — Ops (Op1 vV Opg) A (Ops v Ops) — Opro
(Op1 AOpa) vVUOps — Ups O-p1n — O-ps
Ups — Ups Op12 — Opis

(Ops AOps) — Ops O-p12 — UOpis

We also redefine [P] as the set of assertions that are logical consequences of
P. The contrapositive of the implication [0—py; — [-ps is a formula that is
logically equivalent to Op3 — Op11, which allows one to generate ¢p1; but not
the stronger Op11, and as Opyo V O—py2 is not valid, Op;3 cannot be generated
either. Hence

[P] = {Dp17 ‘:lp2a ng, Dp57 ng, |:IplO}’-

Though it uses classical negation and no other form of negation, this modal
representation and associated interpretation of a set of rules is suitable to model
negation as finite failure and the main semantics of logic programs. It is easy to
see that properties (A)—(C) above are preserved for the kind of rules now under
consideration, thanks to the form of the cut rule that has been described as (x)
with the only difference that &g, ..., &, ¥ are assertions rather than atoms, and
 is an assertive body rather than a positive propositional formula.

2.3 Disjunction

Let us now allow disjunction on the right hand side of a rule. Call head any
formula of the form ¢; V ---V ¢, where n € N and ¢, ..., ¢, are pairwise
distinct assertions, with no a priori reference to any particular rule (when n = 0,
the head is empty). So we now consider sets of rules whose left hand sides are
assertive bodies and whose right hand sides are heads. Let us extend our running
example so that P now denotes the set of rules above complemented with the
following rules.

— O=p3 vV Opss — Up1s vV Up1g
Opis — O-pis Upis — Opa2o
Upio — Upie VvV Upir Up1g — Up2o

1We do not say more simply body because we keep that expression for a more general
notion, to be introduced later.



And now, we let [P] denote the set of heads that are logical consequences of P.
Clearly, we then have to add Op1s, O-p16, Op17 and Opgo to [P]. But the very
idea of rules that read from left to right and fire individually seems to break
down. Consider first the assertions Upy5 and Upy7. Each of them is inferred
from two generated heads (O—p3 V Op15 and Ops, and Op1g V Opy7 and O-pyg,
respectively), breaking down property (C) above. This is still easily fixed by
closing P under a left shift operation, that moves assertions from right to left
as exemplified below, in a way that preserves the logical validity of the original
set of rules and captures well the reasoning behind the inference of Op;5 from
O=p3 V Opy5 and Ops, and the inference of Opy7 from Opig V Op17, O-p1g and

Op1o:
Ops — Opis Upio AO=pie — Upir

When we define more formally the syntax of a rule, we will, for good reasons,
take disjunction and conjunction as operators on sets, which is why we assumed
that all assertions that occur in a head are pairwise distinct; so we do not have
to be concerned that a rule such as [J—p — Op—which could be obtained from
— Op Vv Op by left shift would the latter be an admissible rule—does not allow
one to derive (p in a way that satisfies properties (A)—(C) above. Also note
that a left shift can move the whole right hand side of a rule to the left. That
will allow one to deal with inconsistent sets of rules and reduce any particular
contradiction, involving two assertions of the form [(Ip and O—p, to the “generic”
contradiction that emerges when the empty head (disjunction without disjunct)
is derived, as is the case for instance for a set of rules that contains both — [Cp
and — O-p, with Op — produced from the latter by left shift.

Now consider the assertion [psg. Here it seems that in order to generate Upsg,
it is necessary to consider, together with Upig V Up1g, both rules Cp1g — Opag
and Op1g — Opeg, breaking down property (B) above. This is the point where
the cut rule has to be generalized from (x) to a form that brings it closer to (x):
we now let it take the form

FES, . &0 .. FEY L pFEYo,..., Y,

(T) I—gl’...,gm,w()y-"’wn

where
e k,ng,...,ng,mn,m €N, ... £} are pairwise distinct assertions, .. ., fg,
.., &F are pairwise distinct assertions, ¢y, ..., 1, are pairwise distinct
assertions,
e ¢ is an assertive body with at least one occurrence of each of £;°, ..., &*,
o p[&y° [true, ... & " /true] is logically valid, and

&1,..., &, are the pairwise distinct members of {Ef | i <k, j<mn;} that
do not belong to {¢g,...,¥n} .

For instance, we can add Opag to [P] thanks to two applications of (f):



F Op1g V Opig Upis F Opao
F Op1g V Opao Up1g = Opao
F Opao

It is easy to see that the logically strongest members of [P] can be obtained
by successive applications of (1) on the closure of P under left shift, validating
properties (A)—(C) above.

One might object that the order of the assertions on the right hand side of a
sequent has to be taken into account, and that it is necessary to add a rule that
permutes the various elements of a sequence so that the assertions to which
the cut is applied can always be last on the right hand side of the correspond-
ing sequents. But this will not be necessary again because disjunction will be
treated as an operator over a set: the right hand side of a sequent in () is im-
plicitly disjuncted as a set, and is therefore to be conceived of as some arbitrary
enumeration of that set, the order of the enumeration being irrelevant. One
could therefore write the right hand side of a sequent either as {£;,...,£,} or as
VA&, ... ,&,} rather than as &1, ..., &, depending on whether which of making
the disjunction implicit or explicit would be preferred.

2.4 Answer sets

Can we consider positive formulas over a set of formulas that is not constrained
to containing assertions only? As we work in a constructive paradigm, and as
for all literals ¢, Oy V O—p is valid, we have to keep formulas of the form (¢
out of both sides of the rules. But we will work in a logical framework where for
all literals ¢, OOy is a logical consequence of [y, is consistent with ¢Cl—¢ and
is inconsistent with O-¢, and where OCp V Q0= is not valid. Call hypothesis
any formula of the form (Up where ¢ is a literal (so a hypothesis is any formula
of the form Q¢ where ¢ is an assertion). We now motivate why hypotheses are
interesting and why it is worth allowing them to occur on the left hand side of
the rules, motivated by relationships to the answer set semantics.

The usual presentation of the answer set semantics uses two kinds of negation:
classical — and nonclassical not. The former can only be applied to atoms,
and the latter to atoms or classically negated atoms; moreover, not can only
occur on the left hand side of a rule, and the right hand side of a rule can be
either a literal or a disjunction of no, two or more literals. Such sets of rules
are referred to as extended-disjunctive programs, and as extended-normal in case
disjunction does not occur on the right hand side of any rule. One can transform
an extended-disjunctive program R into a set of rules R* that uses modalities
but not not, proceeding as follows.

e Precede all occurrences of literals preceded with neither not nor — with
.

e Replace every occurrence of not not followed by — with OCI—.

e Replace every occurrence of not - with ¢O1.

For instance, this technique transforms the extended-normal program R



P2 Aps — p1 not =pa V notpys — —p1
Ps — P2 pP3 — P2
D3 — D3 —p3 A not py — TIP3
notps — P4

into the following set of rules R*.

ng/\[lpg — Dpl <>|:|p2\/<>|:|_|p4 — D"pl
Opys — Op2 U-ps — U-p2
Ups — Ups U-p3 A OUp2 — U-ps

O0-ps — [Opy

Call body, with no a priori reference to any particular rule, any formula obtained
from the set of assertions and hypotheses by arbitrary application of conjunction
and disjunction. We have now reached the final form of the rules we want to be
able to work with: they have bodies as left hand sides, and heads as right hand
sides—Ilet us refer to them as general rules.

Given an extended-normal program R, let us examine the relationship between
R and the associated general set of rules R*. It is easy to see that if R is
the extended-normal program defined above, then R has a unique answer set,
namely, {—p1, p2, pa}, and the logical consequences of R*U{00ps, OO—ps} are
O-py, Op2 and Opy. We will verify that more generally, given an extended-
normal program R and a set of literals X, X is an answer set for R iff O,
@ € X, are the assertions that are logical consequences of R* U H where H is a
set of hypotheses with the following properties.

e R* U H is consistent;

e for all literals ¢, OO¢ belongs to H iff O[Ji occurs in (the bodies of the
rules in) R* and O—1) is not a logical consequence of R* U H.

Obviously, the previous relationship between R and R* does not generalize to
extended-disjunctive programs. For instance, the extended-disjunctive program
consisting of — p V ¢ only has {p} and {q} as answer sets, and neither {{Ip}
nor {Og} is the set of assertions that are logical consequences of {{p Vv Og}
complemented with some set of hypotheses. What we need is the left-shift
operation described in the previous section, adapted to let assertions that move
from right to left become hypotheses rather than assertions, which still preserves
logical validity; let us talk about hypothetical left shift to refer to this form of
the left shift operator. With — Op Vv g as example, the hypothetical left-shift
generates the three general rules that follow.

O0-p — Og O0—-q — Op OO—-p A QO—g —

The resulting set of general rules can obviously be complemented with {OO—p}
or {O0—q} so that the set of assertions that are logical consequences of the re-
sulting theory is {Og} or {{p}, respectively, which captures answer sets along

10



the lines of what we described above in reference to an extended-normal pro-
gram, but where instead of considering R*, we consider the closure of R* under
hypothetical left shift. Of course, the rules introduced by hypothetical left shift
might not be of any use. For instance, the extended-disjunctive program

— pVgq p—q q—p

has {p, ¢} as unique answer set, and {Op,q} is the set of assertions that are
logical consequences of {Op v Og, Op — Og, Og — Op}.

We can now formulate the key question that is the object of this paper in full
generality.

Let a set of general rules P and a set H of hypotheses be given. Let
[P, H] denote the set of all heads that are logical consequences of
PUH. Is there a form of the cut rule that can be applied to a closure
of P and H and generate [P, H], in such a way that properties (A)—
(C) discussed at the beginning of the paper hold?

We have claimed that this question can be positively answered in case H is
empty and no hypothesis occurs in P, thanks to the first version of the left
shift operator and the version of the cut rule given by (). We will see that
there is also a positive answer in the general case. The closure of P and H
will be obtained by hypothetical left shift and replacement of all occurrences
of the members of H in the bodies of the general rules so obtained by true.
The version of the cut rule to be used is what has been described as (f), except
that ¢ has to be assumed to be a body rather than an assertive body, and the
requirement that ¢[£5° /true, ..., &§.* /true] be logically valid has to be replaced
by the requirement that

O[O&L° true, ..., Q& [true][Ey° [true, . .., &% [true]

be logically valid: we set to true in the body of the general rule that is the
target of the cut all hypotheses and assertions built from one of the k literals
to which the cut applies.

2.5 Dealing properly with substitution and validity

The form of the cut rule we have eventually converged to somehow leaves to
be desired: eliminating the left hand side of the selected general rule by turn-
ing it into a valid formula thanks to substitution of assertions and hypotheses
by true is not a mechanical, syntactic, proof-theoretic operation. But we will
proceed in a way that addresses this issue satisfactorily. Recall that we intend
to take disjunction and conjunction as operators on (possibly empty) sets. We
have mentioned already that this has the advantage of making duplicate dis-
juncted assertions a nonissue. Note now that there is no need to introduce a
propositional constant true as A\ @ is logically valid, and that \/ @ is logically
invalid. This will be useful to avoid empty left or right hand sides in a general
rule, which is formally sloppy. But the key point is that we can replace the
requirement that
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[O&)° [ true, ..., Q& [true][5° [true, . .., §.* [true] is logically valid

by the requirement that

A\ @ is the result of substituting all occurrences of 0&)°, ..., O&*
and all occurrences of &;°, ..., &* not preceded by ¢ in ¢ by

A\ @, collapsing conjunctions, collapsing disjunctions, eliminating
/\ @ from enclosing conjunctions, eliminating \/ & from enclosing
disjunctions, letting A & absorb enclosing disjunctions, and letting
\/ @ absorb enclosing conjunctions.

For an example, let ¢ be

/\{Dpl, A{Op2, V{Ops, Ops, Ops } }. \V{Ops, V{Ops, Dp7}}}-

When one replaces in ¢ the assertions Upy, Opy, Opy and Opy by A @ and
successively applies the transformations described above, one obtains

/\{/\®7 V{Dp?n /\ a, Dp5}, V{Dpé'n /\ @}7

A{A @} and eventually A @. What we have described is a mechanical, syn-
tactic, proof-theoretic way guaranteed to derive A @ from a body in which
the occurrences of some assertions and hypotheses have been replaced by A @
whenever the resulting formula is logically valid.

3 Logical background

3.1 Assertions, hypotheses, disjunctive logic programs

N denotes the set of natural numbers and Ord the class of ordinals.
Definition 1. A vocabulary is a countable set of nullary predicate symbols.
Notation 2. We denote by V a vocabulary.

Members of V are called atoms (over V). Members of V and negations of mem-

bers of V are called literals (over V). Given a literal ¢, we let ~¢ denote — if
 is an atom, and ¢ if ¢ is of the form —.

Definition 3. The set of bodies (over V) is inductively defined as the smallest
set that satisfies the following conditions.

o All assertions (over V), namely, all expressions of the form Clp with ¢ a
literal over 'V, are bodies.

o All hypotheses (over V), namely, all expressions of the form ¢Oy with ¢
a literal over V, are bodies.

e All expressions of the form \/ X with X a countable set of bodies over V,
are bodies.
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e All expressions of the form A X with X a finite set of bodies over V, are
bodies.

A few remarks about Definition 3 are in order. First, note that all bodies are in
negation normal form: negation can be applied to atoms only. Second, note that
disjunction and conjunction can be applied to the empty set, yielding a logically
invalid and a logically valid formula, respectively. Third, note that contrary to
conjunction, disjunction can be applied to an infinite set. The motivation is that
it will be formally advantageous to group together all rules that have a common
head: rather than considering a set of rules of the form {Op; — Oq | i € N},
we will prefer the single rule \/{Op; | i € N} — Og. Infinite vocabularies
and infinite sets of rules are natural if one thinks of propositionalizing a set
of first order (modal) rules. For instance, the previous set of rules could be
obtained by propositionalizing the first-order rule 3z0p(x) — Og(0) in a setting
where all intended interpretations are standard and the set of closed terms is
equal to the set of numerals {7 | n € N}; then one would map p(7) to p,
for all n € N, ¢(0) to ¢, and obtain the former set of rules as an alternative
representation. If we worked in a first-order language with standard structures
as intended interpretations, that language could sometimes be kept finite thanks
to function symbols when infinitely many nullary predicate symbols are needed
to perform the propositionalization. As this would bring no significant difference
in the results or in their proofs, we opt for the simpler formulation of an infinite
propositional language. So infinite sets of rules are natural objects of study, and
disjunctions that apply to infinite sets are natural tools. Moreover, disjunctions
can be assumed to operate on countably infinite sets without affecting any of
the formal developments. On the other hand, many results would break down
if conjunction was allowed to operate on infinite sets.

Given n € N and bodies @1, ..., ¢n, we use 1 V---V , and o1 A--- A @, as
abbreviations for \/{y; | 1 <i <n} and A{g; | 1 <1i < n}, respectively.

Notation 4. We denote by Alt(V) the set of finite sets of literals over V.

As we know from Section 2, we will consider rules whose right hand sides are of
the form \/ OD for some member D of Alt(V), where (1D is defined next.

Notation 5. For all members D of Alt(V), we let ~D denote {~¢ | ¢ € D},
OD denote {Oy | ¢ € D}, and OOID denote {O0¢ | ¢ € D}.

If, as explained before, one chooses to disjunct the bodies of all rules that have
a common head, then one is led to define the sets of rules that are our object of
study as follows, using both an “implicit” representation and an “explicit” one.

Definition 6. We define a disjunctive logic program (over V) as an Alt(V)-
family of bodies over V.

Definition 7. We call rule (over V) any expression of the form ¢ — \/OD
where ¢ is a body over V and D a member of Alt(V); we call ¢ the body of the
rule and \/ D the head of the rule.

Definition 8. Let a disjunctive logic program P = (¢p)peait(v) be given.
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The logical form of P is defined as the set of rules
{(pD ~\/OD ‘ De Alt(V)}.

Notation 9. Given a disjunctive logic program P, we let LF(P) denote the
logical form of P.

Notation 10. Given a disjunctive logic program P = (¢p)peai(v), we let
Hyp(P) denote the set of hypotheses that occur in {¢p | D € Alt(V)}.

3.2 Semantics

The formulas that make up the logical form of a disjunctive logic program
are very specific: they are implications both sides of which do not contain
occurrences of a formula of the form Q¢ for some literal ¢, where no modal
operator is in the scope of another modal operator except for hypotheses, etc.
This implies that we do not need to develop a complete semantics for a set of
formulas closed under modal and boolean operators. We opt for keeping the
concepts to a minimal, and in particular, avoid to resort to Kripke frames or
similar semantic objects. Instead, we restrict the notion of logical consequence
we will work with to that part of the language that we strictly need. But of
course, it would be perfectly possible to embed the notions defined in this section
into a full fledged semantics.

Definition 11. Let X be a set of claims and hypotheses. We say that X is
consistent just in case for all literals ¢, if Oy € X then neither O~y nor ¢0~¢
belongs to X; otherwise we say that X is inconsistent.

Definition 12. A set X of claims and hypotheses is closed just in case it is
consistent and for all literals ¢, if Op € X then 0Ly belongs to X.

Basically, a consistent set of claims and hypotheses is closed if it is closed under
logical consequence (w.r.t. the set of all claims and hypotheses).

The first part of next definition is motivated by the relationship this framework
bears to the answer set semantics, as sketched in Section 2. The second part
fulfils a different purpose: intuitively, a complete set of claims and hypotheses
is the set of all claims and hypotheses that are true at a particular point in
a suitable Kripke frame, which suffices to determine the truth of any body or
rule at that point, hence which suffices to define a notion of logical consequence
restricted to the language of hypotheses and of the logical form of a disjunctive
logic program.

Definition 13. Let H be a set of hypotheses. A set X of claims and hypotheses
is H-complete just in case it is consistent and for all literals ¢ with OOy € H,

00p € X iff O~p ¢ X.

A set X of claims and hypotheses is complete just in case, denoting by H the
set of all hypotheses, X is H-complete.

14



Property 14. A complete set of claims and hypotheses is closed.

Notation 15. We denote by W the set of all closed sets of claims and hypotheses
(over V).

The next definition exploits the remark that precedes Definition 13. If we were
not in a modal setting, we could think of a member of W as the atomic diagram
of a standard structure that determines the truth value of any sentence in that
structure. Here we can think of a member of W as the “assertion-hypothesis
diagram” of a point of a Kripke frame that determines the truth value of any
body or rule at that point.

Definition 16. Let a member 9 of W be given.
For all bodies ¢, we inductively define the notion 9 forces v, denoted M I+ ¢,

as follows.

e For all claims and hypotheses ¢, M IF ¢ iff p € M.
e For all countable sets X of bodies, MI-\/ X iff M forces some body in X.
e For all finite sets X of bodies, M I- A X iff M forces all bodies in X.
For all rules ¢, we say that 9t forces o, denoted M IF ¢, iff either M does not
force the body of ¢ or M forces the head of ¢.
If 2 does not force a body or a rule ¢ then we write D

Given a set T of bodies or rules, we write Dt IF T if 9 forces all members of T,
and MW T otherwise.

Definition 17. Given two sets of bodies or rules T' and X, we say that X is
a logical W-consequence of T, or that T logically W-implies X, and we write
T Ew X, just in case every member of W that forces T forces X.

If a set of bodies or rules T' does not logically W-imply a set of bodies or rules
X then we write T Fw X.

The same terminology and notation applies if one or both sets of bodies are
replaced by a body or a rule.

Definition 18. Given two sets of bodies or rules 77 and T», we say that T}
and Ty are logically W-equivalent in just in case T7 logically W-implies T5 and
Ts logically W-implies T3 .

Definition 19. Let a disjunctive logic program P and a set H of hypotheses.
We say that P is is W-consistent with H just in case some member of W forces
H ULF(P); otherwise we say that P is W-inconsistent with H.

Definition 20. A body is said to be W-valid iff it is logically W-equivalent to

No.

4 Left shift completions and answer sets

The next definition captures the notion of hypothetical left shift discussed in
Section 2, here defined up to logical W-equivalence, which suffices for our pur-

15



poses. A left shift completion of a disjunctive logic program P should be thought
of as the closure of P under hypothetical left shift.

Definition 21. Let a disjunctive logic program P = (¢p)peas(v) be given. A
left shift completion of P is a disjunctive logic program P’ = (¢'5) peai(v) such
that for all D € Alt(V), ¢ is logically W-equivalent to

V{Men} uoo~D'\ D) | D2 D}

Proposition 22. Two disjunctive logic programs such that one is a left shift
completion of the other are logically W-equivalent.

Proof. Let two disjunctive logic programs P and P’ be such that P’ is a left
shift completion of P. Write P = (@D)DeAlt(V) and P’ = ((plD)DEAlt(V)- Let
D € Alt(V) be given. Since ¢, is logically W-equivalent to a body of the form
V{ep}t UX, ¢ — \VOD logically W-implies ¢p — \/ OD. Moreover, for all
D’ € Alt(V) with D" > D, { A\ ¢O~(D'\ D), \VO(D'\ D)} is inconsistent. Hence
{¢p = \VOD' | D’ D D} logically W-implies ¢, — \/OD. We conclude that
P and P’ are logically W-equivalent. O

Recall the discussion in Section 2 on how an answer set program R can be
put into correspondence with a disjunctive logic program R*. Clearly, every
disjunctive logic program is of the form R* for some unique extended-disjunctive
program R (generalised to allow countable disjunctions on the left hand sides
of the rules). Hence answer sets can be defined on the basis of disjunctive logic
programs rather than on the basis of extended-disjunctive programs, resulting
in the definition that follows.

Definition 23. Let a disjunctive logic program P be given. An answer set for
P is the set of claims in a member 9 of W with the following properties.

e M forces LF(P) and is Hyp(P)-complete.

e For all Mt € W, if 9 forces LF(P) and is Hyp(P)-complete then the set of
assertions in M is not strictly included in the set of assertions in 9.

The correspondence, discussed in Section 2, between answer sets and the sets of
assertions that are logical W-consequences of the logical form of an associated
disjunctive logic program complemented with a set of hypotheses constrained
in a particular way, can now be fully formalized and established.

Definition 24. Let a disjunctive logic program P and a subset H of Hyp(P)
be given. We say that H is a complete hypothetical extension for P iff the set
of claims and hypotheses ¢ such that LF(P) U H Evw ¢ is Hyp(P)-complete.

Proposition 25. Let a disjunctive logic program P, a left shift completion P’
of P, and a set X of claims be given. Then both conditions that follow are
equivalent.

e X is an answer set for P.
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o X is the set of claims that are logical W-consequences of the union of
LF(P’) with a complete hypothetical extension for P’.

Proof. Suppose that X is an answer set for P. Let 91 be a member of W that
satisfies both items in Definition 23 and such that X is the set of claims in 9.
Let H be the set of all hypotheses 00Oy in Hyp(P’) such that 9 W O~p. Note
that H NHyp(P) is equal to the set of hypotheses in M NHyp(P). Hence MU H
forces LF(P) U H, and by Proposition 22, also forces LF(P’') U H. Moreover,
for all 91 € W that force LF(P’) U H, M is Hyp(P)-complete, hence X C 9.
Hence X is the set of claims that are logical W-consequences of LF(P’)UH, and
the set of assertions and hypotheses ¢ such that LF(P’) U H Ey ¢ is trivially
Hyp(P’)-complete.

Conversely, let H be a complete hypothetical extension for P’ such that X is
the set of claims that are logical W-consequences of LF(P’) U H. Obviously,
X U H belongs to W, forces LE(P) by Proposition 22, and is Hyp(P)-complete
since Hyp(P) is a subset of Hyp(P’). Also, every member N of W that forces
LF(P) and contains H is such that all members of X are assertions in 9. Hence
X is an answer set for P. O

5 Tableau proofs

5.1 General strategy

We set to show that given a disjunctive logic program P and a set H of hypothe-
ses, a modification of the cut rule can be applied to H and any left shift comple-
tion of P and generate all heads that are logical W-consequences of LF(P)U H,
in such a way that properties (A)—(C) listed in Section 2 are satisfied. To this
aim, we first introduce an intermediate proof system and demonstrate that it
is complete; we refer to a proof in this system as a tableau proof. Then we will
see how a tableau proof can be translated into a proof by cuts.

Tableau proofs are best represented as trees. Say that we try and derive a head
of the form \/OD, D € Alt(V), from a disjunctive logic program P and a set
of hypotheses H. We build a tree T" whose nodes are labeled with assertions,
except for the root and possibly some of the leaves. To every node N in T that
has not been declared to be a leaf, we try and select a rule R in the logical form
of a left shift completion of P whose body is seen to be W-valid thanks to H
and the assertions that label the nodes on the path from the root of T" up to
N. If R’s head is the empty disjunction, then IV is given a nonlabelled child
that is declared to be a leaf. If R’s head is of the form \/{¢1,...,¢,} for some
nonzero n € N and pairwise distinct assertions ¢, ..., ¢,, then N is given n
children labeled ¢1, ..., ¢, and every child that receives a member of D as
label is declared to be a leaf. If the construction eventually stops and results
in a finite tree not reduced to its root, then all leaves are unlabelled or labelled
with nothing but members of D. For the tree to represent a successful tableau
proof, D should be empty, in which case LF(P) is W-inconsistent with H, or at
least one leaf should be labelled with a member of D. We will verify that it is
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always possible to build such a tree whenever \/ D is a logical consequence of
LF(P) U H, hence that the tableau proof procedure is complete.

5.2 Example

To illustrate both tableau proofs and proofs by cut, consider a disjunctive logic
program P over the vocabulary V = {po,...,p10} such that LF(P) is logically
W-equivalent to the set consisting of

(Ops A (Ops VvV O=ps)) V (Opz AOpg) V (Ops AO=p1) V O-ps — Opo

and all rules that follow.

/\ @ — Upy vVO=pe V0Ups VUpy V O=py
Ups VU=ps — D=py VUpg V Upio
/\ g — OpgVOps
Upr — U-pe
/\ g — O-psVUpsVO=ps VULpg VOpr
Ups — O=psVU-pr
Upe VUpr —  U-pg VIUps
Ups AOp1o — Opg
/\ g — O-pg

It is easy to verify that Opg is a logical W-consequence of LF(P).

Let (¢5)peate(vy be a left shift completion of P. It is clear that there is no
point in left shifting an assertion, say O, from the right hand side to the left
hand side of one of LF(P)’s rules if O~¢ does not occur on the right hand side
of any other rule of LF(P). To simplify the matter further, let us ignore all left
shifts we do not need to perform on LF(P)’s rules in order to be able derive [pg
from P thanks to the tableau proof tree we are about to present. This allows us
not to describe ¢, for all D € Alt(V), but only provide, for some members D of
Alt(V), a body that is logically W-equivalent to the disjunction of ¢ p with the
bodies of the form A OO~ (D’\ D) for those strict supersets D’ of D, if any, such
that the rule pp, — \/ O(D’ \ D) turns out to be useful. These considerations
lead to writing down 9 relations of logical W-consequence:

(0) (Ops A (Ops VO=ps)) vV (Ops AOps) V (Opa AD=p1) VO=ps Fw 0,03
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and

(Ops A OOp3 A OOpr) V (Opa AOp1g A OO-pg)  Fw ¢y

/
/\@ Fw P{p1,~p2,ps,p4,~Pa

(Opa VO-p) ANOT=w9 Fw O py pio}
Op1 Fw ¢y
O0-p2 Fw ¢l
Ops VOpr Fw @y pe)

/
OUps  Fw P{ps,~ps,p6.p7}

/\ g Fw (p{{ﬂpg}

(5.2

The tree depicted next represents a tableau proof of [pg. It differs slightly
from the general description we sketched at the beginning of the section, in
that leaves with no label are not represented and additional information on
the nodes is provided in the form of a finite set of numbers, whose meaning
will be explained, and that will be needed to convert the tree into a proof by
cuts. Also, it is technically more convenient to work with literals rather than
assertions. Finally, we stop referring to node labels, and rather adopt the usual
definition of a tree, to be reminded shortly, as a finite sequence of entities, here
literals; what was referred to above as the label of a node is now the last member

of the sequence that defines that node.

Po

ﬂp4 Ds
Do Po Po 9.3.4

D5 ﬁp5
\ 2 3 ‘
P3 P1o —P1

2.3

0,1,2 0,2
\ N/
P2 P9
1 0,1
|
%1 _';72 Pv3 D4

v
P4

The first level of T is determined by (2), and expresses that one of Opy, O-po,
Ops, Opy and O-py holds. The node (p1, —p2) is determined by (4); its mem-
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ber of index 0 is p;, and {Op;} is a C-minimal set of assertions that logically
W-implies gp’{ﬁm}, from which O-py can be generated. The node (p1, —p2,p3)
is determined by (5); its member of index 1 is =, and {{0-p2} is a C-minimal
set of assertions that logically W-implies @f{pg}, from which Ups can be gener-
ated. The node (p1, —p2, p3) branches out into (p1, =2, ps, ps), (P1, “P2, P3, ~P5),
(p1, —p2,ps3,pe) and (p1, —p2,p3,p7) as determined by (7); ps is the element
of index 2 of all those sequences, and {Ops} is a C-minimal set of assertions
that logically W-implies Sof{p5,—\p57p6,p7}7 from which one of Ops, O-ps, Opg and
Opr is known to hold. The nodes (p1, —p2, p3, Ps,P0), (P1, P2, P3, ~Ps5,Po) and
(p1, D2, p3,p0) are all determined by (0); {ps,ps}, {ps, s} and {ps,ps} are
the sets of elements of index 2 and 3 of these sequences, respectively, and if
X denotes any of these sets then [1X is a C-minimal set of assertions that
logically 'W-implies gof{po}, from which Opg is known to hold. We skip a few
nodes and move to (pi1, —p2,ps,P7,Ps); its members of index 2, 3 and 4 are
ps, pr and ps, and {Ops, Op7,Ops} is a C-minimal set of assertions that log-
ically W-implies ¢, indicating that {Opy, O-p2, Ops, Op7, Ops} cannot hold
together and making (p1, —ps, p3, p7,ps) a leaf of T'. The subtrees of T rooted
at (—p2), (p3) and (—p4) duplicate the subtrees rooted at (p1, —p2), (p1, P2, P3)
and (p1, —p2, ps, P7, —P4), respectively, and are not explicitly represented; if they
were depicted then of course, the integers associated with the nodes would have
to be appropriately adapted.

5.3 Completeness of the system of tableau proofs

Let us introduce all the terminology and notation relative to sequences and trees
that will be needed in the sequel.

Notation 26. Given a sequence o, we denote by rng(o) the set of members of
o, by 1t(o) the length of o, and in case o is not the empty sequence, written
(), by lIst(o) the last element of 0. Given a sequence o and an element z, we
denote by o * x the concatenation of o with (z). Given a sequence o and n € N
with n < It(o), we denote by oy, the initial segment of o of length n. Given a
sequence o and n € N with n < 1t(o), we denote by o(n) the (n+ 1)-st element
of 0. Given a nonempty sequence o, we write o~ to denote ¢ truncated from
its last element. Given two sequences ¢ and 7, we write o C 7 to express that
o is an initial segment of 7.

Definition 27. Let a set X be given.

A tree over X is a set of finite sequences of members of X that is closed under
initial segments.

Let a tree T over X be given. A inner node of T is a member of T that has a
child in T, namely, a member of T" of the form o*x for some z € X. A leaf of T
is a member of T" that is not an inner node of T'. A branch of T is a C-maximal
subset B of T' with the property that any two members of B are such that one
is an initial segment of the other.

Notation 28. Given a set X, a tree T over X, and a member o of T, we let
Sucer (o) denote the set of all x € X with o xz € T.
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We can now define tableau proofs in accordance with the semi-formal description
given at the beginning of the section.

Definition 29. Let a disjunctive logic program P = (¢p)peaie(v), a set H of
hypotheses, and a member D of Alt(V) be given. A tableau proof of D from
P and H is a nonempty finite tree T over the set of literals with the following
properties.

e For all branches B of T, H U|J{Orng(o) | o € B} is consistent.
e No member of D occurs in any inner node of T
e Let o be a node of T. Then

— either Yguce, (o) [H Urng(o)] is W-valid,

— or Sucer(o) = & and o ends in a member of D.

The next proposition shows that the tableau proof procedure is sound and com-
plete.

Proposition 30. Let a disjunctive logic program P, a set H of hypotheses, a left
shift completion P’ of P, and D € Alt(V) be given. Then HULF(P) Ev \/OD
iff there exists a tableau proof of D from P’ and H.

Proof. Let T be a tableau proof of D from P’ and H. Let n be the number of
inner nodes of T and leaves of T that do not end in a member of D (note that
n > 0 whether or not T consists only of the empty sequence). Let Xy, ..., X,
be sets of nodes of T such that X; = Sucer(()) and for all nonzero i < n, there
exists o € X; such that

e cither o is an inner node of T and X, 11 = X;U{o*& | £ € Sucer(o)}\ {0},

e or o isaleaf of T, o does not end in a member of D, and X;+1 = X;\ {0}

Note that X, is the set of leaves of T that end in a member of D; so in order
to show that H U LF(P) Ew \OD, it suffices to prove by Proposition 22
that the set H U LF(P’) logically W-implies \/{ A Omg(c) | o € X,,} (from
which we can derive that P is W-inconsistent with H in case X, is empty).
We prove by induction that for all nonzero ¢ < n, H ULF(P’) logically W-
implies the disjunction \/{ A Orng(c) | 0 € X;}. It is immediately verified that
HULF(P') Fw V{AOrmg(c) | 0 € X1} (including if X; = &, which can only
be the case if P is W-inconsistent with H). Let a nonzero i < n be given,
and assume that H ULF(P’) Fw \/{ADOrmg(c) | 0 € X;}. Assume that P’ is
W-consistent with H, and let 9t € W force H U LF(P’). Suppose that X, is
of the form X; U {rx& | £ € Succr(7)} \ {7} for some inner node 7 of T'. It is
immediately verified that if MW Orng(7) then MI-\/{ A Orng(o) | o € X;\{o}},
and if M Ik Orng(7) then M IF \/{ A Orng (7€) | £ € Succ 7}, hence M forces
V{ADOrmg(o) | ¢ € Xit1}. Suppose that X; 1 is of the form X; \ {7} for some
leaf 7 of T that does not end in a member of D. As 9t does not force A @ — \/ 2,
we infer that 9 ¥ Orng(7), hence again, M IF \/{AOrng(o) | 0 € X411}, as
wanted.
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Conversely, assume that H U LF(P) Fw \/OD. Fix an enumeration (D;);en
of Alt(V). Set P’ = (vr)egecan(v). Define a sequence (T),)nen of trees over
the set of literals as follows. Set Ty = {()}. Let n € N be given, and assume
that T;, has been defined. First we let T,, C T, 1. Let o be a leaf of T,,. If
rng(o) N D # & then no strict extension of o belongs to T;,+1. Suppose that
rng(o) N D = @. If there exists a least ¢ € N such that H U Orng(o) UOD,; is
consistent, ¢ p, [HUrng(o)] is W-valid and there is no initial segment 7 of o such
that {7 % £ | £ € D;} C T, then the strict extensions of ¢ in T, are precisely
the sequences of the form o x £ with £ € D;; otherwise no strict extension of o
belongs to T,4+1. This completes the definition of 7}, ;1. Set T' = UnEN T,. We
are done if we show that T is a tableau proof of D from P’ and H. Let B be a
branch of T'. We first show the following.

1. B is finite.

2. Let o be the leaf of T that B ends in. If rng(o)ND = & then pu[HUrng(o)]
is W-valid.

Suppose for a contradiction that either B is infinite or B is finite but (2) does
not hold. Let X be the set of literals that occur in B. It is immediately verified
that HUUX is consistent. Let 91 be the C-minimal member of W that contains
HUOX. Note that X contains no member of D whether B is finite or not, and
so M does not force \/ 0D, whether D is empty or not. Let ¢ € N be such that
M forces ¢p,. Let Y be the set of all literals ¢ in D; such that H UOX U{0Oy}
is inconsistent. Let j € N be such that D; = D; \ Y. Then by the choice of P’,
9N forces pp,, and H ULX UUD; is obviously consistent. It is then easy to
verify that by assumption on B and by construction of (T},),en, there exists a
member 7 of B with the property that:

e op,[H Urng(r)] is W-valid;

e for all k < j and strict initial segments 7/ of T, either ¢p, [H Urng(7’)] is
not W-valid or {7/ x€ | £ € Dy} CT.

If D; = @ then B clearly ends in 7, which contradicts the assumption that
(2) above does not hold. If D; # & then 7% ¢ belongs to B for some £ € D,
and 9 forces \/OD;. So if M does not force ¢z then we infer that M forces
H ULF(P’), which contradicts the assumption that H U LF(P’) Fw \OD.
So we have shown that B satisfies (A) and (B) above. In particular, we have
shown that T' contains no infinite branch, which by Koénig’s lemma, implies that
T is finite. Finally, from the construction of (T},),en and the properties of T’s
branches demonstrated above, we conclude that T is a tableau proof of D from
P and H. O

The next corollary emphasizes that tableau proofs are suitable for refutation.

Corollary 31. Let a disjunctive logic program P, a left shift completion P’
of P, and a set H of hypotheses be given. Then the following conditions are
equivalent.

o P is W-inconsistent with H.
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e There exists a tableau proof of & from P’ and H.

It is well worth also to take note of both corollaries that follow, the second of
which expresses the compactness of the tableau proof procedure.

Corollary 32. Let a disjunctive logic program P, a left shift completion P’ of
P, and a set H of hypotheses be such that P is W-consistent with H. Let a
member D of Alt(V) be such that HULF(P) Fw \/OD. Then every tableau
proof of D from P’ and H has at least one branch that ends in a member of
D.

Corollary 33. Let a disjunctive logic program P, a set H of hypotheses, and
a member D of Alt(V) be such that H U LF(P) Fw VVOD. Let a left shift
completion P' = (0g)geal(v) be given. There there exists a finite subset X of
Alt(V) with the following property. Let P" = (pg)eecaw(v) be the disjunctive
logic program such that for all E € Alt(V), either E € X and ¢y = g, or
E ¢ X and ¢’y =\ @. Then there exists a tableau proof of D from P" and H.

6 Proofs by cuts

6.1 General strategy

Let us further exploit the example given in the previous section and explain,
on the basis of that example, how a tableau proof can be converted into a
proof by cuts. Let T be the tree depicted in the previous section, which, recall,
represents a tableau proof of [py. The strategy is to explore T depth first and
label some nodes N in T" with a member of Alt(V) determined by the (possibly
empty) set of N’s children and by the labels associated with Nj;, 11, ..., Njj, 1
where {iy,...,i;} is the (possibly empty) set of numbers associated with N
in T (those labels will necessarily exist). There might be subtrees of T that
will be skipped during this exploration; the nodes of those subtrees will then
not be labeled. Also, some nodes might receive various labels over time: when
a leaf gets labeled, then the exploration of T proceeds by backtracking and
the label assigned to that leaf replaces the label (guaranteed to exit) that had
been previously assigned to the node we backtrack to. The fact that we will
eventually obtain a proof of Upg by cut will be captured by the fact that Cpg
will be the label last assigned to a node. More generally, a proof by cut of a
head of the form \/OD, D € Alt(V), will require that the label last assigned to
a node be a subset of D.

Let us explain in a little more detail how labels are determined. Let N be a
node in T' that has not received any label yet but whose parent, if any, has
received some label. If N ends in pg (more generally, if we try and prove \/ 0D
for some D € Alt(V) and N ends in a member of D) then N is necessarily
a leaf, and it receives the label last assigned to its parent. Suppose that we
are not in that situation. If N has a parent and the label last assigned to it
does not contain the literal N ends in, then the subtree of T" rooted at N is
skipped and none of its nodes receives any label. Suppose that we are not in
that situation either. Let & € N and literals &, ..., & be such that N has
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k children in T', those children being N x &1, ..., N x&;. Let n € N be the
number of integers associated with N in T, and let iy, ..., i, be those integers.
Let 91, ..., ¥y be the last elements of Nj;, ..., Nj; , and let Dy, ..., D, be
the labels that have (necessarily) been assigned to N, ..., Nj;,, respectively
(less precisely, 91, ..., ¥, are the literals on the path from the root of T to
N at positions ig, ..., iy, and Dy, ..., D, are the labels currently associated
with those positions, respectively). Then {Ovy,...,0¢,} is a C-minimal set
of assertions that logically W-implies ¢, . ¢}, %1 belongs to Dy, ..., and
1, belongs to D,,. Hence the cut rule can be applied to - 0Dy, ..., - OD,
and @re ey B O&, . 08 IEF Uy, ... ,Uxm is the consequent of that
application of the cut rule, then {x1, ..., xm} is the label we first (and possibly
last) assign to N.

6.2 Example

We will prove the completeness of the cut proof technique based on a construc-
tion which will deviate slightly from what has been outlined in that we will not
assign labels to nodes in T (the tree used as an example), but rather define a
new tree T from T'; the difference is purely technical. Following is a pictorial
representation of T”, together with some indication of how T’ is constructed as
we explore T' depth first and backtrack from leaves to inner nodes down the
tree. To save space, we represent a negated atom ¢ as p.

Do, P4, P8 Do, P4, P4

’
7’
/
’
’

D0, P4, P4, 5, P65 D7 p07p471747\p\67p7 poa/]/947]747]97 //poymypj,pg.‘
p571;5\7\2;67p;:;9/4’7;9:1’//’i .25(;7“2717274 ]747?0
: \ ///,
D3, P4, D1 po,p*l,lglo,ﬁ:‘:
D2,P3;Pa, P4 Dy Do

s Phe
’ -
, -
’ -
’ -
s
/s -

D1,P2,P3,P4,P4

Let us explain how T” is obtained. Set oo = {p1, —p2, p3, P4, ~ps}. The unique
child of the root of 7", namely (o), is determined by the successors of the root
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of T, similarly expressing that one of Opy, O-ps, Ops, Opy and C—py holds. Set
o1 = {—p2, 3,4, ps}. The node (g, 01) of T is determined by the node (p;)
of T, and more precisely, the associated number (namely, 0) and the successor
(namely, —ps) of that node in T: o7 is obtained by applying the cut rule as
follows to Upy V O—po V Ops V Opy V O-py, which is currently associated with
the element (0g, 01) of index 0, and to gof{ﬁm} — O=po.

Op1 VO=p2 VOps VOpa VO-ps ¢,y — O-p2
D—\pg Vv ng Vv Dp4 V D—\p4

p1

Set oo = {p3,ps, - ps}. The node (0g,01,02) of T is determined by the node
(p1, —p2) of T, and more precisely, the associated number (namely, 1) and the
successor (namely, p3) of that node in T: o9 is obtained by applying the cut
rule as follows to (J—ps V Ops V Opy4 V O—py, which is currently associated with
the element (o, 01,02) of index 1, and to gpf{m} — Ops.

O=po V Opsz V Opy V O-py 50/{193} — Ops

—|p2
ng Vv Dp4 Vv D‘!p4

In accordance with a depth-first exploration of T”, set

® 03 = {p5a_‘p57p67p77p47_‘p4}a
® 04 = {pOap4a_‘p47_'p5;p63p7}7
e 05 = {po, Pa, P4, D6, D7}

® 0 = {pOap4a"p47p7}7

® 010 = {_'pg}a
® 011 = {p07"p1up107"p4}7
e ...

® 014 = {PO}-

Here is how o3 is obtained.

Ops VOpa VO=p1 Qs ~ps.peprt — OPs VO=ps V Ope V Opr

p3
Ops V O=-ps V Ope V Op7 V Opg V O—-py

The node (0q, 01, 02,03, 04) of T is determined by the node (p1, —p2, p3, ps) of T,
and more precisely, the associated numbers (namely, 2 and 3) and the successor
(namely, pg) of that node in T: o4 is obtained by applying the cut rule as
follows first to Ops V Op4 VO—py, which is currently associated with the element
(00,01,02,03,04) of index 2, second to Ops V O-ps V Opg V Opz V Ops V O-py,
which is currently associated with the element (0g, 01,02, 03,04) of index 3, and
to apf{pg} — Opo.
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Ops VOps VO=ps Ops VO-ps VOpe VOpr VOpa VO-ps @703 — Opo

p3,Ps
Opo V Opa V O=pa V O=ps V Ope V Opr

Backtracking one level up in T, we associate OpgVUpy VUO=p, VO=ps Vpg VUpr
in place of Ops V O-ps V Opg V Op7 V Opy V O-py to (09, 01,02,03). The node
(00,01,02,03,05) of T" is determined by the node (p1, —p2, ps, —ps) of T, and
more precisely, the associated numbers (namely, 2 and 3) and the successor
(namely, pg) of that node in T: o5 is obtained by applying the cut rule as
follows first to Ops V Op4 VO—py, which is currently associated with the element
(00,01,02,03,04) of index 2, second to Opg V Opy V O-py V O-ps V Ope V Opr,
which is currently associated with the element (og, 01,09, 03, 04) of index 3, and
to npf{po} — Opo-

Ops V Opa VO=ps  Opo VOpa VO=ps VO=ps VOps VUpr ¢y — Opo
Opo V Opa V O=py VvV Ope V Opr

P3;Pe

As we backtrack one level up in T', we associate (pg V Opy V O-py V Opg V Opy
in place of Opg V Opy V O-py V O-ps V Opg V Opr to (00,01, 09,03). Then o¢
is obtained as follows.

Ops VOpa VO-ps  Opo V Opa VO-ps VOps VOpr ¢, — Opo
Opo V Opa V O=pa V Opr

P3, D6

Moving on, o7 and og are obtained as follows.

Opo V Ops V O=py VvV Opr ap'{ﬁm’pg} — Opy V Ops
Opo VvV Opa V O=pg V Ops

b7

Opo V Opa V O=pa V Ops SDl{po} — Hpo
Upo Vv Opa V Ups

—\p4

(00,01,092,03,07,09), node of T", is determined by the node (p1, —p2, p3, P7, Ps)
of T, and more precisely, the associated numbers (namely, 2, 3 and 4) and the
fact that that node has no successor in T: o9 is obtained by applying the cut
rule as follows first to Ops V Opy V O-py, which is currently associated with the
element (o9, 071,02,03,07,09) of index 2, second to Opy V Upy V O-py V Opr,
which is currently associated with the element (oq,071,09,03,07,09) of index
3, third to Opg V Opy V Opg, which is currently associated with the element
(00,01,02,03,07,09) of index 4, and to ¢l — \/ @.

Ops VOps VO-ps OpoVOpsVO-ps VOpr OpoVOpsVOps ¢ — V@

p3,P7,P8
Dpo Vv Dp4 V |:|—‘p4
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The node of T' that comes after (p1, —pa2, ps, p7,ps) in a depth-first exploration
of T is (—p2), but as —ps does not occur in g9, the subtree of T rooted at
(—p2) is skipped over. The next node of T that is then reached in a depth-
first exploration of T is (p3), that also does not occur in og, so the subtree
of T rooted at (ps) is skipped over. The next node of T' to consider is then
(ps), and as py belongs to o9, we associate Opg V Opy V O-py in replacement
of Opy vV O=py vV Ops vV Opy V O=py to (00). As the body of ¢’ is A 2, no
application of the cut rule is necessary to determine o19. Then 011, 012 and o013
are determined as follows.

Opo V Ops VO=py  O=po ‘Pl{ﬂm,mo} — O=-p1 V Op1o
Dpo \Y Dﬁp1 \Y Dplo \Y D‘!p4

P4, P9

Opo VUps VO=-ps O-po Opo VO=p1 VOpio VH-ps (p;a — V %)

P4, 7P9, P10
Dpo V D“p1 V D—\p4

Opo VOpa VO=ps OpoVO=p1 VO-ps ¢y — Opo

P4, 7P1
Upo V O=pa

Finally, 014 is found out to be equal to {pg} thanks to the following application
of the cut rule, completing the proof by cuts that P logically W-implies Clpyg.

Opo V O—-py (p:fpo} — Opo

—|p4
Dpo

6.3 Body reduction

In Section 2.5, we discussed how substitution of assertions or hypotheses in
a body by A @ could be mechanically processed to eventually result in A @
precisely in case the body with those substitutions performed was W-valid. This
is a particular case of the reduction of a body with assertions or hypotheses
substituted by A @ into a simpler body, in a way captured by the couple of
definitions that follow.

Definition 34. Let a body ¢ be given. We call reduct of ¢ any body 1 such
that one of the conditions that follow holds.
e Y is .
¢ is of the form V X U{VY} and ¢ is V X UY.
¢ is of the foom A X U{AY}and ¢ is AXUY.

¢ is of the form \/ X U{A @} and ¢ is A\ @.
e ¢ is of the form A X U{\ @} and ¢ is \/ @.

¢ is of the form \/ X U {¢} and ¢ is \/ X U {x} for some reduct x of &.

¢ is of the form A X U {¢} and ¢ is A X U {x} for some reduct x of &.
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Definition 35. A body is said to be in reduced form iff it is its only reduct.
Property 36. Fvery body has a unique reduct in reduced form.

Notation 37. Given a body ¢, we let p(¢) denote the unique body in reduced
form that is a reduct of .

Property 38. For all bodies o, p(p) is logically W-equivalent to .

The key feature that a W-valid body can be reduced to A @ is a corollary of
the property that follows.

Property 39. Let a body ¢ and a set X of hypotheses and literals be given.
Let M be the C-minimal member of W that contains all hypotheses in X and
all assertions of the form OO with £ € X. Then M forces ¢ iff p(p[X]) is equal
to \@.

Corollary 40. For all bodies ¢, if ¢ is W-valid then p(p) is \ @.
It is time to fix the notation for substitution of assumptions or hypotheses in a
body by A .

Notation 41. Let a body ¢ and a set X of literals by given. We denote by ¢[X]
the result of substituting in ¢ all occurrences of the assertions and hypotheses
of the form O¢ or O¢ with £ € X by A @. If X is a singleton {1} then we
write @[] rather than ¢[X].

Let a body ¢ and a set X of hypotheses and literals be given. Let Y be the
set of literals in ¢. We denote by ¢[X] the body ¥[Y] where ¢ is the result of
substituting in ¢ all occurrences of all hypotheses in X by A @.

6.4 Completeness of the system of proofs by cuts

What can be derived from a disjunctive logic program and a set of hypotheses
by applying the cut rule iteratively is defined in the notation that follows.

Notation 42. Let a disjunctive logic program P = ((pD)DGAlt(V) and a set H
of hypotheses be given. We define [P, H] as the C-minimal set of members of
Alt(V) of the form DU (D1 \ {¢1}) U--- U (Dy \ {¢x}) such that

e k belongs to N, D to Alt(V), each of Dy, ..., Dy to [P, H], and 1, ...,
1y are literals in D1, ..., Dy, respectively,

e Y, ..., Y all occur in pp[H], and
[ ] p((pD[HU{wl,,wk}]) = /\@

The cut rule is valid:

Proposition 43. For all disjunctive logic programs P, sets H of hypotheses
and D € [P,H], \| D is a logical W-consequence of H ULF(P).

28



Proof. Let a disjunctive logic program P = (¢p)peal(v) and a set H of

hypotheses be given. Let D € Alt(V), kK € N, members Dy, ..., D of
[P, H], and literals i, ..., 9% in Dj, ..., Dy, respectively, be such that
P1, ..., ¢y all occur in pp[H] and p(ng[H U {¢1,...,¢k}}) = AND. Set

D'=DU (D \{1})U---U(Dr\{thr}). Let M € W force HULF(P) and each
of \/ODy, ..., \VODy. If M does not force all of Oy, ..., Oy, then 9 forces
V D; \ {1;} for some nonzero i < k, hence \/OD’. Suppose that 91 forces all
of Oy, ..., 0. Since M- H and p(<pD[HU {t1,... ,wk}]) = A\ &, then M
forces pp. Since also M |- LF(P) then M forces \/ D, hence \/ D" O

We can finally formulate and prove the key result of this paper.

Proposition 44. Let a disjunctive logic program P, a left shift completion P’
of P, and a set H of hypotheses be given. Then for all D € Alt(V), \/OD is a
logical W-consequence of HULF(P) iff [P’, H] contains a subset of D.

Proof. Set P' = (¢r)geais(v)- By Proposition 30, let T" be a tableau proof of D
from P’ and H. Let T” be the set of members of T that contain no occurrence
of any member of D. Let N € N be the cardinality of 77, and let (oq,...,o0n_1)
be an enumeration of the members of 7" such that op = () and for all ¢ < N,
o; is a child of a member of {o; | j < i} in T” of maximal length (so (0;)i<n
is a depth-first enumeration of T"). For all n € N and for all members o of
T’ of length n, we let spt(o) denote a C-minimal subset of {0,...,n — 1} such
that ¥suces (o) [H U{o(i) | i € spt(o)}] is W-valid (it is immediately verified that
such a set exists). We now inductively define for all i < N a sequence ([04])i<n
of members of Alt(V) of length either 0 or lt(o;) + 1. Set [o9] = (Sucer(og)).
Let a nonzero @ < N be least such that [0;] has not been defined yet. Then by
construction, [o;_1] # (). We now determine some integer j with i < j < N
and define [oy] for all k € {i,...,7}. Let j be the least integer such that either
j=N,ori<j<N,lt(o;) <lt(o;), and Ist(o;) € Ist([o;_1]). Then for all
ke{i,....,j—1}, [ox] = (). If j = N then we are done with the construction,
so suppose otherwise. Note that for all strict initial segments 7 of o}, [7] has
been defined and is different to ().

o If 1t(0;) > 1 then [0}]1¢(0;)—1 I8 equal to [oi—1]j15(5,)—1-
e The penultimate element of [0;] is equal to Ist([o;_1]).
o Ist([o;]) is equal to Sucer(o;) UU{[o;](n) \ oj(n) | n € spt(a;)}.

We prove by induction that the following holds for all ¢ < N with [o;] # ().

1. For all n < 1t(0;), [0](n) is included in the union of D U {o;(n)} with
{Ist(oy) i <j <N, It(o;) <n+1,0; Coi}.

2. Ist([oy]) € DU {lst(oy) | i < j < N, lt(o;) <lt(oy) + 1, 0 Coi}.

Verification of (1) and (2) is straightforward for ¢ = 0. Let k < N be such that
[ok] # (), and assume that for all ¢ < k with [o;] # (), (1) and (2) hold. Let ¢
be the maximal integer smaller than k such that [o;] # (). If It(ox) > 1 then,
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using part (1) of the inductive hypothesis, the fact that ()<~ is a depth-first
enumeration of 7", and the definition of [o4]ji4(s,)—1, it is easy to verify the
following.

(t) For all n <lt(ox) — 1, [o%](n) is included in
DU {ok(n)} U{lst(o;) | k <j < N,1lt(o;) <n+1,0; Cop}.

Using part (2) of the inductive hypothesis, the fact that (0;);j<n is a depth-
first enumeration of 7”7, and the fact that the penultimate element of [o}] is
Ist([o;)], it is easy to verify the following, wether 1t(o%) = 1t(0;) + 1 or whether
It(ox) < lt(o;).

(1) [or](lt(og) — 1) is included in

Du{oy(t(ox)—1)U{lst(0;) [ kK < j < N, 1t(o;) <1t(oy), o; C oy}
Finally, using (1) and (f) and the definition of Ist([og]), it is easy to verify that

Ist([og]) € DU {lst(oy) | k <j < N, It(o;) <lt(ox) +1, o C ok}

So (1) and (2) hold for all ¢ < N with [0;] # (). From (2) and the definition
of (0;)i<n, we then infer that for all i < N, if Ist([o;]) € D then there exists
j < N with 7 < j and [o,] # (). But this obviously implies the following.

There exists ¢ < N with [0;] # () and Ist([o;]) C D.

To complete the proof of the proposition, it suffices to show that for all i < N
with [o;] # (), 1st([o;]) belongs to [P’, H]. Proof is by induction. Trivially,
Ist([oo]) is @ member of [P’, H]. Let ¢ < N be such that [0;] # () and for all j < ¢
with [o;] # (), Ist([o;]) € [P’, H]. Note that for all n < 1t(o;), there exists j < ¢
with [o;] # () and [0;](n) is equal to Ist([o;]). Let k € N denote the cardinality
of spt(o;), and let eq, ..., ex enumerate its elements. By definition of spt(o;)
(and more particularly, the C-minimality condition), i (s,)[H] contains at least
one occurrence of each of Oo;(ey), ..., Oo;(ex). Also note that for all nonzero
J < k, 0;(k) belongs to [0;](k), and that @ig (o) [H U {[oi](e1),. .., [oi](er)}] is
W-valid. We conclude from the previous observations and the definitions of
[P’, H] and Ist([o;]) that [P’, H| contains lst([o;]), completing the proof of the
proposition. O

7 Conclusion

We have presented a classical, modal approach to disjunctive logic programs.
It is classical in three respects. First, in that only classical negation is used.
Second, in that a classical proof technique, based on a generalization of the
cut rule, is complete. Third, in that the semantics can be defined in terms
of logical consequence, rather than in terms of minimal or preferred models.
The semantics is flexible enough to capture the well known semantics that have
been proposed, by possibly expanding the set of rules with formulas referred
to as hypotheses, requested to satisfy some special conditions. This has been
demonstrated for the answer set semantics.
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