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Abstract

This technical report presents a novel algorithm for robust object tracking based
on the particle filtering method employed in recursive Bayesian estimation and
image segmentation and optimisation techniques employed in active contour
models and level set methods. The proposed Geometric Active contour-based
T racking E stimation, namely GATE, enables particle filters to track object of
interest in complex environments using merely a simple feature. GATE creates
a spatial prior in the state space using shape information of the tracked object.
The created spatial prior is then used to filter particles in the state space in
order to reshape and refine the observation distribution of the particle filtering.
This improves the performance of the likelihood model in the particle filtering,
so the significantly overall improvement of the particle filtering. The promising
performance of our method on real sequences are demonstrated.



1 Introduction

The problem of tracking moving objects in complex environments has been an
active topic of substantial research in many settings, including sports [4, 7],
surveillance [1], etc. Although there are many techniques for object tracking,
it is well known that each algorithm has its inherent drawbacks. Over the last
decade, the particle filter [1, 21, 3], also known as sequential Monte Carlo filter,
is a preferable and powerful technique for object tracking [21]. In this paper, we
propose a novel tracking scheme which utilises the particel filter and the level
set-based active contours to tackle object tracking in complex environments.

As a solution to recursive Bayesian filtering problems, particle filtering meth-
ods still heavily depend on some discriminable features even though these meth-
ods demonstrate the advantages of simplicity, flexibility and systematic treat-
ment of nonlinear motion and non-Gaussian noise. Meanwhile, as a workable
algorithm, particle filtering methods have to adopt resampling techniques to
tackle the degeneracy problem [6]. Perez et al. [1] developed a multi-color ob-
servation model based on Hue-Saturation-Value(HSV) color histogram. The
global property of color histogram enables particle filters, to some extent, to
be more robust and insensitive to the changes of illumination and object ap-
pearance. They simply resample the corrected weights of particles based on
the order of their weights and the total number of particles. Nevertheless, this
simple resampling method cannot prevent outlier observations impoverishing
the particle representation of the posterior when the adopted features are not
discriminable. Vermaask et al. [20] extended the resampling method for parti-
cle filters by introducing K-means algorithm to cluster particles. The K-mean
algorithm is merely utilised to decide the splitting and merging of tracked ob-
jects. Okuma et al. [7] extended the proposal distribution in particle filters by
combining a AdaBoost detector for hockey players in a simple background with
the multi-color observation model via incorporating current measurements, and
maintained the K-mean algorithm for the resampling proposed by Vermaask et
al. Brasnett et al. [10] extended the observation model for particle filters by
fusing multiple features. They assumed that at least one feature among these
multiple features should not be absent and indiscriminable. Usually, their as-
sumption is not guaranteed in complex environments where the tracked object
is difficult to distinguish with the background. Rathi et al. [3] used Chan-Vese
algorithm to generate measurement in the observation model for each parti-
cle by segmenting regions surrounding each particle. Since the performance of
segmentation strongly depends on to what extent the assumption of homoge-
nous image data is satisfied, the desired performance on complex environments,
such as camouflage or environments described in Section 3.1, is no guarantee.
Although the above approaches work well in specific tasks, object tracking in
complex environments with heavy clutters in the background, low resolution
image sequences and non-stationary camera is still a challenge problem.

Recently, level set-based active contours were developed for image segmenta-
tion and object extraction. The basic philosophy of active contour is to attract
a curve to the boundary of the object of interest starting with an initial curve
C, under some constraints from the image u0. Kass et al. [22] first presented
deformable contour models or Snakes for detection and localisation of object
boundaries. Caselles et al. [9] formulated Snakes in Geodesic space and im-
plicitly represented it using the level set function for automatic detection of
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objects with topology changes, cusps and corners. Chan and Vese [8] extended
the edge based energy functional proposed in [9] to the region-driven energy
functional, which is based on a Mumford-Shah functional over the length of
the contour and the sum of the fitting error over each component of the gray
scale image. Rousson and Paragios [5] extended Chan-Vese algorithm by im-
posing shape prior information on the energy functional to be minimised. Their
algorithm can perform better in presence of occlusion and distortion because
of the positive influence of shape prior information during the optimisation of
the total energy functional. Meanwhile, some previous work on object tracking
using level set methods can be found in [3, 4, 20]. The above methods all work
on image space. For general data space including sparse and non-sparse data
space, Cai and Sowmya [2] first developed the level learning set to tackle pat-
tern classification problems by extending level set-based active contour model
to machine learning.

In this report, we tackle object tracking in complex environments, includ-
ing heavy clutters in the background, low resolution image sequences and non-
stationary camera, where the existence of multiple features or well object de-
tection is not guaranteed. Our contribution is the development of the GATE
method that significantly improves the posterior distribution of particle filters
by reshaping and refining the likelihood distribution, and improves the overall
performance of particle filters. Specifically, GATE utilises the level set-based
active contour method to build a decision boundary in the state space using
shape information and pose invariance of the tracked object, such that the re-
gion inside the decision boundary has high probability to be the true object.
After reweighting the particles due to the constructed decision boundary, par-
ticles which locate outside the decision boundary will be rejected during the
resampling.

The paper is organized as follows: In Section 2, the particle filter and active
contour methods will be discussed. In Section 3 the Geometirc active contour
estimator will be described in detail and experimental results will be provided
in Section 4. Concluding remarks are discussed in Section 5.

2 Preliminaries

2.1 Sequential Monte Carlo Filter

Let{xi
0:t, ωi

t}
Ns
i=1 denote a Random Measure of the posterior probability den-

sity function p(xt|y1:t), y1:t = (y1, y2, ..., yt) the observations up to time t,
and {xi

0:t, i = 0, 1, . . . , Ns} Ns particles in state space with associated weights
{ωi

t, i = 1, 2, . . . , Ns}. Then the posterior density can be approximated dis-
cretely:

p(x0:t|y1:t) =
Ns∑
i=1

ωi
tδ(x0:t − xi

0:t), (2.1)

with the Dirac function δ(x). The weight of each particle is chosen in the
principle of Importance Sampling [16, 17].

In the prediction step, the common choice of the proposal distribution is
f(xt+1|xt, yt+1) = p(xt+1|xt). Particle filters using this distribution are known
as bootstrap filters. Following [1], the second-order auto-regressive process is

2



adopted to describe the dynamics of motion of the moving object. In the cor-
rection step, each particle at time t is weighted in proportion to the likelihood
function L(yt|x(i)

t ), which is an observation yt given the state x
(i)
t ,

ω
(i)
t ∝ ωi

t−1

L(yt|x(i)
t )p(x(i)

t |x(i)
t−1)

f(x(i)
t |x(i)

t−1, yt)
= ωi

t−1

L(yt|x(i)
t )∑N

i=1 L(yt|x(i)
t )

, (2.2)

where p(x(i)
t |x(i)

t−1) is the state transition function for all the particles.

2.2 Active Contour Methods

Many level set methods with the shape prior information [18, 5] have been
demonstrated to extract objects of interest robustly in presence of heavy occlu-
sion or distortion. Let Ω represent the whole image domain, I(x) the intensity
at position x = (x, y) in an image domain, Φ : Ω → R the level set function.
The boundary of objects or the interface ∂Ω of the level set Φ is represented
implicitly as the zero level set Φ(x, t) = 0. The segmentation problem is defined
as an optimisation problem involving high-level shape information, with respect
to some constraints. The energy to be minimised for partitioning an object
region from its background is expressed as

E = Eregion + Eshape + ν · Length(∂Ω), (2.3)

where Eregion represents the energy term calculated from the image data which
was defined in [8] as a region-driven term,

Eregion =
∫

Ω

(I(x, y)− c1)2H(Φ) + (I(x)− c2)2(1−H(Φ))dx, (2.4)

where Φt means the level set function at time t. c1 and c2 are the values fitted
iteratively by the pixel values of regions inside and outside the interface ∂Ω,
respectively. And Eshape was derived from the shape prior [22] as,

Eshape =
∫

Ω

δ(Φ)(sΦ− Φ0(A))2dx, (2.5)

where Φ0 is the learned shape prior, and δ(x) is the Dirac function. And the
scale parameter s is multiplied with the level set function Φ to consider the
scale up/down effects of the transformation [18]. Length(∂Ω) is the length of
the interface ∂Ω with the weight ν that emphasizes the significance of curve
length in the energy function.

3 Geometric Active Contour-based Tracking Es-
timation

3.1 Problems in Particle Filters

For the sake of convenience, we define particles which locate inside the boundary
of the ground truth of the tracked object as target particles. In contrary, all
the other particles are defined as outlier particles. Note that particle filters
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Figure 3.1: Particles, which are
scattering chaotically are drawn by
little blue crossings. The estimated
position for the helicopter is cen-
tered by the green ellipse. The
ground truth of the boundary of
tracked object is highlighted by the
red line. This figure is cropped out
from the video sequence data when
the helicopter is in front of brown
leaves. It is very difficult to recog-
nize the helicopter even for human
beings.

suffer from the degeneracy problem, which causes all but one particle have
negligible weight after a few iterations. To reduce the variance of the importance
weight and impose emphasis on larger weights which appear to be more helpful
in representing the posterior, resampling methods [6] are followed after the
correction step. To track the object robustly in complex environments such as
in the presence of noise, clutter or occlusion, the highly discriminable feature
plays a significant role in the observation model p(yt|xt). Usually, a fusion of
multiple low-level features, such as texture, color and edge [4, 10], is selected as a
potential feature. To determine properly the weights for individual features and
select an appropriate strategy for fusion is always a non-trivial task. Moreover,
the fundamental to expect a feature can perform well for a tracking task is
that the adopted feature can be measured from image data. However, such
measurability is no guarantee, especially for low resolution or real-world image
data. Figure 3.1 shows the environment where the color information is not
sufficient to distinguish the remotely controlled helicopter from the cluttered
leaves of trees in the background. Moreover, the edge and texture information
is not measurable since the small size of helicopter, the movement of leaves and
the non-stationary camera. The particle filter will lose immediately the location
of the helicopter when the helicopter is moving in front of the leaves.

Meanwhile, the traditional resampling algorithm such as sampling impor-
tance resampling [6] or systematic resampling algorithm [15] imposes negative
influence on particle filters when the feature is not discriminable. The ratio-
nale is that at the resampling step all the particles are simply sorted with their
meaningless weights wi, i ∈ Ns, and then the re-sampled particles ŵi, i ∈ Nsare
decided stochastically by wi, i ∈ Ns and the number of total particles. There-
fore, the resampling step only emphasizes on these particles with larger weights
without any further consideration. This simplification causes many useful geo-
metric information, such as the allocation and scattering of particles, the shape
of object, to be discarded. Figure 3.2 demonstrates the indiscriminable feature
resampling step imposes the negative impact on the tracking procedure.

To solve the above problems, we define the state x of particle filtering as the
image coordinate (x, y). Certainly, it is flexible to incorporate other parameters,
such as the scale s and the rotation θ, into the state. An observation model
using the geometric information and the level set-based active contour is then
proposed in our work to classify target particles and outlier particles, and remove
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Figure 3.2: Systematic resampling with a indiscriminable feature: the negative
influence is imposed on the tracking procedure. The group of gray-scale spots
in each figure at left-hand side represents target particles, and the right-hand
side group is outlier particles. outlier particles will be emphasized incorrectly
when enter the scope of resampling. This incorrectness is demonstrated in the
last two pictures in Figure 3.2.

outlier particles from the current particle population.

3.2 One-class Classification Problem and Active Contour
Methods

GATE performs the level-set based active contour with shape prior and pose
invariance to build the decision boundary in the state space, and only per-
mits target particles entering the scope of resampling. The decision boundary
construction problem is defined as an optimisation problem involving data par-
titioning in the state space, using the learned shape prior information, with
respect to some constraints. This is actually a one-class classification prob-
lem [12] which is a new branch in pattern recognition that attempts to model
one class of objects and distinguish it from all other possible outlier objects.
Motivated by the work of [2], GATE directly constructs the decision boundary
in the state space of particle filtering. The designed one-class boundary max-
imizes the inner class similarity, and minimises the dissimilarity between the
boundary and the transformed prior shape while maintains the smoothness of
the decision boundary.

However, except GATE focuses on refining the likelihood distribution, it
is still fundamentally different from [2] in the classification point of view since
GATE incorporates learned shape prior into the level set functional to construct
a decision boundary in the state space

E =
∫

Ω

δ(Φ)(Φ− Φ0(A))2dx + ν

∫
Ω

| 5H(Φ)|dx +∫
Ω

(f(x)− c1)2H(Φ) + (f(x)− c2)2(1−H(Φ))dx, (3.1)

wheref(x) = {vx|x ∈ Ω′} is a function representing the value vx at point x
in the state space Ω′. c1 and c2 represent average state values inside and out-
side the evolving interface ∂Ω which is defined in Section 2.2, respectively. The
global property of averaging guarantees that the energy function has less lo-
cal minimums compared with edge-driven energy term [21]. That means the
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interface ∂Ω can be attracted easily to the desired boundary even with the
deepest descent method for optimisation. Two-dimension transformation ma-
trix A maximizes the similarity between the transformed shape prior Φ(A) and
the evolving decision boundary Φ. ν

∫
Ω
| 5H(Φ)|dx in (6) controls the degree

of freedom of length and thus regularizing for the interface ∂Ω. The Heaviside
function H(Φ) is a soft version of unit step function with limΦ→0 H(Φ) = 0.5.

It is not straightforward to transform the non-sparse image data to general
sparse one [2]. For non-sparse image data, the instances to be classified cover the
whole working domain where the active contour performs segmentation or two-
class classification. Since the positions x of particles are transmitted according
to the dynamics of motion, multiple particles could be mapped into an identical
position in the state space by dividing the state space into bins. According to
Monte Carlo approximation [6],

p(xt|y1:t) ≈
Ns∑
i=1

wi
tδ(xt − xi

t) =
Nn∑

m=1

Nm∑
n=1

wn
t xn

t ,

Nn∑
m=1

Nm = Ns, (3.2)

where Ns is the number of particles, Nn and Nm are the number of bins and
the number of particles overlapped on the bin m in the state space, respectively.
Hence, the value vx can be derived:

vx =
Nm∑
n=1

wn
t . (3.3)

The target particles and outlier particles are labeled by Ω1 and Ω2, respec-
tively. After the construction of a decision boundary at each time t, particles can
be classified by the construction of an indicator function that ties the locations
of particles to their classes:

I(x) =
{

1 x ∈ Ω1ifΦ(x) ≥ 0
0 x ∈ Ω2ifΦ(x) < 0.

(3.4)

Examples of state space for particles and the corresponding decision bound-
ary are shown in Figure 3, where the left figure illustrates particles in the state
space and the corresponding decision boundary constructed via (6). The right
figure shows the shape prior function Φ0.

From the above description, GATE improves the likelihood distribution for
particle filters in order to refine the posterior distribution p(xt|y1:t).

3.3 Impoverishment Problem

Because of the capability of the level set to change the topology of the interface
∂Ω [14, 9], it is a natural to rectify the loss of the multiple peaks in probability
density p(xt|y1:t), which is known as impoverishment problem. Although a
Voronoi tessellation could be used to find the clusters for particles [20] and then
resample particles within each Voronoi cell, GATE can deal with clustering and
classification simultaneously because it represents the interface ∂Ω implicitly.
The weight µ for region-driven energy term controls the ability to maintain
multiple peaks in probability density p(xt|y1:t).

6



Figure 3.3: An example of the state space for particle filtering from the 404th
frame of a helicopter video sequence. The left figure shows particles in the
constructed state space which are represented by gray-scale spots, and the cor-
responding decision boundary which is highlighted by red contours after 50
iterations. The right figure illustrates the shape prior Φ0 for the helicopter, and
the boundary of the helicopter is highlighted by the red contour. Pictures are
zoomed for demonstration.

3.4 Summary of GATE

The similarity transformation A = (s; θ;T) with a scale factor s, a rotation
angle θ and a translation vector T is sufficient to describe the “global” motion
between the evolving level set Φ and the learned shape prior Φ0 [11].

The proposal algorithm can be summarised as follows:

1. Construct the working state space. Determine the size of the state space.
In our case, it consists of height R and width C of state space. The size
of state space could be fixed in prior, or it could be determined by the
scattering of particles for every input frame:

C = max
i∈Nn

(xi)− min
i∈Nn

(xi), (3.5)

R = max
i∈Nn

(yi)− min
i∈Nn

(yi), (3.6)

where Nn is the number of bins in the state space and xi = (xi, yi) is the
position of bin i. For every bin in state space, the value of bin in the state
space for particle filtering is defined as,

vx =
Nm∑
n=1

wn
t . (3.7)

2. Build decision boundary. The final energy E for optimisation is defined:

E = λ1Eregion + λ2Eshape + νLength(∂Ω)

= λ1

∫
Ω

(f(x)− c1)2H(Φ) + (f(x)− c2)2(1−H(Φ))dx + ν

∫
Ω

| 5H(Φ)|dx

+λ2

∫
Ω

δ(Φ)(Φ− Φ0(A))2dx. (3.8)

Thus, using the calculus of variations in (12), the level set function and
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its parameters evolve simultaneously as follows:

d
dtΦ = δ(Φ)[−2sλ2(sΦ− Φ0(A))− λ1 log pn

p0
+ νdiv( 5Φ

|5Φ| )

d
dts = −2

∫ ∫
Ω
[H(Φ)(sΦ− Φ0((A)))(Φ−5Φ0(A)) · d

ds (Ax)]

∀j ∈ [1, N ],
d
dtaj = 2

∫ ∫
Ω
[H(Φ)(sΦ− Φ0(A))(5Φ0(A)) · d

daj
(a)].

(3.9)

3. Refine the likelihood distribution After some iterations, the category of a
particle can be determined using (9). And the particles are filtered by
multiplying the weight for each particle with the indicator function I(x)
as,

w†
i = I(x) ∗ wi. (3.10)

4. Resample. The filtered particles can be further re-sampled using any tradi-
tional resampling method. In our work, systematic resampling is preferred
since it takes O(N) time to complete.

4 Experiments

In the following, GATE will be applied to object tracking in complex environ-
ments, where the feature in the observation model is not discriminable. To
demonstrate the capability of our method to track the target in complex en-
vironments using a weak feature, only a simple color observation model [1]
based on Hue-Saturation-Value(HSV) color histogram is adopted. Meanwhile,
the similarity between the reference color model and a candidate color model
is measured using the Bhattacharyya similarity coefficient. Since the learning
of the coefficients of the auto-regressive model for the dynamics of motion and
shape prior are out of the scope of this paper, we assume that those settings are
learned using separate algorithms [1] and [17].

4.1 Description of Experimental Video Sequences

The experimental video sequence about the motion of remotely controlled he-
licopter manifests complex environments for object tracking in the following
aspects. Firstly, as described in Section 3.1, there are no appropriate features,
such as color, edge or/and texture, capable of distinguishing the helicopter from
the trees in the background as shown in Figure 1. Secondly, the helicopter is
kept floating at some positions in the image coordinate for many times. All
of floating movements last for a non-trivial duration and make the dynamics
of motion useless, because the helicopter is surrounded by the indiscriminable
background. For example, when the helicopter is getting out of the cluttered
leaves, the helicopter floats in front of a background clutter. And the helicopter
is slowly moving away when 40 frames pasted. Finally, the low resolution video
data(320 ∗ 240), the small size of the helicopter being tracked, the medium
frame rate per second(15fps) and the dramatic motion of the camera all make
the tracking task extremely difficult to deal with.
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(a) frame 381 (b) frame 381 (c) frame 440

(d) frame 397 (e) frame 397 (f) frame 459

(g) frame 409 (h) frame 409 (i) frame 501

(j) frame 414 (k) frame 414 (l) frame 611

(m) frame 422 (n) frame 422 (o) frame 630

Figure 4.1: A complex environment for tracking a helicopter: GATE boosts a
simple color feature to tackle complex environments and indiscriminable fea-
tures. The left-most column shows the results of the sampling importance
resampling particle filter. The trajectory of the helicopter is lost when the
helicopter is in front of trees from the 409th frame. The middle and right-
most columns show our method is still reliable to discover the position of the
helicopter. Particles are represented by little blue crossings, the estimated po-
sition of the helicopter is centered by the green ellipse, and the trajectory of
the helicopter is represented by the red line. The ground truth of the tracked
helicopter is shown by the yellow circle. For the details, please have a look at
our supplemental material.

The second surveillant video sequence about pedestrian is still a tough case
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for particle filters when the size and center of initial color template for obser-
vation are not delicately selected. The problem is caused by another highly
similar pedestrian standing close to the object of interest in the background.
Furthermore, it is not easy to select the size and center of initial color template
without massive experiments or an elegant machine learning algorithm.

4.2 Experimental Setting and Results

Except adjusting the λ1 to impose different emphasis on region-driven energy
term in level set function, all other parameters are fixed in our experiments. The
setting of parameters λ2 and ν are 1 and 0.015, respectively. All the following
figures are cropped for the purpose of demonstration, and the complete results
can be found in the uploaded supplemental material.

As previously described, the trajectory of the helicopter tracked by the stan-
dard particle filter shown in the left-most column in Figure 4 is immediately
unreliable when the helicopter is moving in front of the leaves. The middle and
right-most columns in Figure 4 show the tracking results using our proposal
method. It illustrates that the trajectory of the helicopter is really reliable be-
cause outlier particles are rejected and the posterior distribution is improved as
described in Section 3.

Figure 5 shows our algorithm can maintain successfully the multiple peaks
of posterior probability p(xt|y1:t) because of the utility of the GATE. This ini-
tialises a novel approach to tackle the impoverishment problem for particle fil-
ters. As shown in the first row of Figure 5, the two peaks of posterior probability
p(xt|y1:t) is merging automatically. It demonstrates that the dynamics of mo-
tion of the target and the decision boundary in the state space can gradually
interact with each other to achieve a better performance. Furthermore, the
ability of GATE to maintenance of multiple peaks can be adjusted by chang-
ing the weight for region-driven energy term in the energy function of the level
set method. The second row in Figure 5 shows the result of such adjustment.
The two clusters of particles will not appear when the helicopter is crossing the
ambiguous background clutter.

Figure 6 shows the results on pedestrian sequences. The first row in Figure 6
shows the performance of the standard particle filtering. Since there is a highly
similar person standing close in the background to the person being tracking,
the tracking fails when the person being tracked overlaps partially and then
stays away from the background person. The second row in Figure 6 shows the
performance of our proposal algorithm. Since our method refines the posterior
distribution in particle filters, the loss of tracking has been rectified. λ1 is set
as 0.1.

5 Concluding Remarks

In this paper, we have proposed a novel tracking algorithm, GATE, using the
level set-based active contour method and the particle filtering, for robust object
tracking in complex environments in video. The GATE solves the ambiguous
outlier problem of particle filters by preventing particles, which do not locate
inside the ground truth of the boundary of the tracked object, entering the
scope of resampling using pose invariance and the learned shape prior informa-
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Figure 4.2: Maintaining multi-modality for particle filters via our method.
Through adjusting the parameter λ1 to impose different emphasis on region-
driven energy term in (16), the ability to maintain multiple peaks of posterior
probability p(xt|y1:t) can be adjusted. The performance of maintenance of mul-
tiple peaks is illustrated in the first row where λ1 is 0.3, and the release of such
ability is illustrated in the second row where λ1 is 0.2.

(a) frame 2 (b) frame 67 (c) frame 70 (d) frame 78 (e) frame 97

(f) frame 2 (g) frame 67 (h) frame 70 (i) frame 78 (j) frame 97

Figure 4.3: Pedestrian tracking. The first row shows the results of the standard
particle filters. The particle filtering losses immediately the trajectory of the
pedestrian from the 67th frame because the existence of a highly indiscriminable
region in the background. The second row demonstrates the performance of our
method which can track the pedestrian successfully.

tion. It significantly improves the performance of object tracking in complex
environments, including heavy clutters in the background, low resolution and
noisy image sequences, medium frame rate per second and non-stationary cam-
era, even using a simple feature. Meanwhile, the proposed method initialises a
novel approach to tackle the impoverishment problem of the particle filtering.
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