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Abstract

We consider the problem of synthesizing protocols in a distributed setting
satisfying specifications phrased in the logic of linear time and knowledge.
In general, synthesis in distributed settings is undecidable already for linear-
time temporal logic specifications, but there exist special cases in which syn-
thesis from linear-time temporal logic specifications is known to be decidable.
On the basis of these results and a result on the decidability of synthesis of
temporal and knowledge specifications in systems with a single agent, van der
Meyden and Vardi [CONCUR 96| conjectured that synthesis of temporal and
knowledge specifications would be decidable in two classes of environments:
hierarchical environments, in which each agent in a linear sequence observes
at least as much as the preceding agents, and broadcast environments, in
which all communication is constrained to be by synchronous broadcast. We
show that this conjecture is true in the case of broadcast environments, but
false in the case of even a very simple type of hierarchical environment, where
only two agents are involved, one of which observes every aspect of the sys-
tem state and one of which observes nothing of it. Nevertheless, synthesis
from linear-time logic specifications is decidable in hierarchical environments.
Moreover, for specifications that are positive in the knowledge modalities, the
synthesis problem can be reduced to the same problem for the logic of linear
time. We use these facts to conclude the decidability in hierarchical systems
of a property closely related to nondeducibility on strategies, a notion that
has been studied in computer security.
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In program synthesis, one starts with a specification of a system and at-
tempts to derive a program that implements this specification. This problem
is particularly challenging in the context of open systems, which are required
to respond appropriately to a sequence of inputs provided by an environ-
ment that is not under the full control of the program to be synthesized.
A specification of an open system is said to be realizable if there exists a
protocol with the property that the specification is satisfied, whatever the
behaviour of the environment. A problem that has received significant at-
tention is the synthesis of open systems from temporal logic specifications

[Ant95, AE9S, AE01, AAE04, AVW03, EC82, FF90, MW84, KV97, PR89%a,



PR&9b, Var9s, WTD91, Wal04]. It has been shown that, under certain cir-
cumstances, automata-theoretic ideas can be applied to automate this syn-
thesis process.

Often, designers of concurrent systems reason informally but explicitly
not just about time, but also about the uncertainty that systems components
have about the global state of the system. One finds statements such as “if
process X knows that the transaction will be aborted, it should rollback
its local contribution and terminate immediately.” Such assertions can be
made formal in the logic of knowledge [FHMV95]. A variety of distributed
protocols have been studied using the logic of knowledge, and it has been
argued that such an approach leads to a more perspicuous presentation of
the design, and to implementations in which components are optimal in their
use of information—see [FHMV95] for many citations.

The logic of knowledge also provides expressive capabilities useful for the
specification of information flow in security protocols [HO03, MS04]. For
example, the Dining Cryptographers protocol [Cha88| provides a mechanism
for a sender to communicate a message anonymously. This can be specified
in the logic of knowledge by the requirement that all parties come to know a
fact p, but all agents except the sender should not come to know the identity
of the sender [MS04].

A common assumption in both types of applications of the logic of knowl-
edge is that agents have perfect recall of their observations, i.e., that they keep
a complete record of all events they have observed, and determine what they
know using this complete record. This assumption is of particular relevance
both when optimal use of information acquired is a design concern, and when
we wish to determine the capabilities of the most powerful possible adversary
in a security analysis.

Realizability of specifications in the logic of knowledge and linear time
under the assumption of perfect recall has been studied by van der Meyden
and Vardi [MV98]. They showed that the realizability problem is decidable
for such specifications in the context of an open system involving a single
agent.

In general, realizability for specifications in the logic of knowledge and
time is undecidable when there is more than one agent, because the problem
is already undecidable even for two-agent systems and specifications involving
only linear-time temporal operators, by results of Pnueli and Rosner [PR90].
However, a number of cases have been identified for temporal specifications
where multi-agent temporal specifications are decidable. Pnueli and Ros-
ner identify a class of architectures for process communication as yielding
a decidable case for synthesis from linear-time temporal logic specification.
One particular example in this class is pipelines, in which communication is



constrained to occur only along a chain of processes. The characterization of
the decidable cases has recently been refined [Mad01].

These positive results for realizability from temporal specifications led
van der Meyden and Vardi to conjecture that similar results could be found
for specifications in the logic of knowledge and time. In particular, they
proposed that hierarchical systems and broadcast systems might be cases
where realizability of specifications in the logic of knowledge and linear time
could be found to be decidable. Hierarchical systems are systems in which
agents can be linearly ordered in such a way that each agent in the sequence
observes (hence knows) at least as much as the preceding agents. An example
of an hierarchical system is a system of three agents with security clearances
to read unclassified, secret and top-secret documents, respectively (where a
security clearance implies a capability to read documents at or below the
security level.)!

Broadcast systems are systems in which agents maintain a private state,
information about which they can communicate to other agents, but only
by a broadcast to all other agents, which is synchronous in the sense that
all agents receive a broadcast at the same time. It has been shown in other
contexts that these assumptions lead to lowered complexity of a variety of
problems in the logic of knowledge [EvdMS03, Mey96], so the conjecture that
they might make realizability decidable is reasonable.

We provide in this paper a complete resolution of van der Meyden and
Vardi’s conjectures. In the case of broadcast systems, we show that the con-
jecture is true. However, the conjecture concerning hierarchical systems is
false: realizability for specifications in the logic of knowledge and linear time
is undecidable in hierarchical systems with two or more agents. On the pos-
itive side, however, we identify a special class of formulas: those in which
the knowledge operators have only positive occurrences, and show that for
such formulas the realizability problem can be reduced to a problem of re-
alizability of specifications in linear-time temporal logic. This result enables
known cases of decidable realizability problems for linear-time temporal logic
to be transferred to give decidable cases of realizability for the logic of knowl-
edge and linear time. In particular, we show that realizability of linear-time
temporal logic formulas is decidable in hierarchical systems, so the reduction
yields the decidability of realizability of positive specifications in the logic
of linear time and knowledge in hierarchical systems. As an application of
this result, we establish the decidability of a property closely related to the

IThis definition differs from the definition of hierarchical system shown by Pnueli and
Rosner to yield a decidable class of architectures. It resembles their pipelines, but has a
faster flow of information since visibility is transitive.



notion of “nondeducibility on strategies” [Wit90] from the computer security
literature.

2 Basic definitions and main result

In this section we lay out the definition of the synthesis problem we study,
provide an example that illustrates how it may express the type of informa-
tion flow property that has been studied in the computer security literature,
and state the main results of the paper.

2.1 The logic of linear time and knowledge

We fix a finite set Prop of propositional variables and a finite number n of
agents, which are simply numbered 1 through n.

The syntax of the logic of linear time and knowledge is defined as follows.
It is built from the elements of Prop using boolean connectives, the usual
temporal operators such as X, G, U, ..., and the unary operators K; for
i € [n]. For each ¢ € [n], the operator L; is also allowed; it is the dual of K;,
that is, it is an abbreviation for =K;—. For later use, we also mention that
we use R to denote the dual of U, that is, ¢ R stands for =(—¢ U —1)).

An interpreted system is a tuple

T =(R,m {~i}iem) (1)
where
e R is a set of so-called runs,

o m: R x N — 2P is a function which assigns to each point (r,m) of a
run the propositions that hold true in it, and

o {~i}icin is a family of indistinguishability relations on the points of all
runs.

Each indistinguishability relation ~; is required to be an equivalence relation;
the relation ~; relates the points that are indistinguishable by agent 1.

Given a point (r,m) of an interpreted system Z, we define what it means
for a formula ¢ in the logic of linear time and knowledge to hold at this point,
denoted Z, (r,m) [= ¢:

e Z,(r,m) Epifpen((r,m)),
o Z,(rym) =Xy ifZ, (r,m+1) =1,
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e 7, (r,m) =1 Uy if there exists m’ > m such that Z, (r,[) = ¢ for all [
with m <l <m' and Z, (r,m’) = x,
o Z,(r,m) E K it Z, (r',m') = for all (r',m') with (r,m) ~; (r',m’).

The boolean connectives are dealt with as usual.
We write Z,r = @ if Z,(r,0) E p and Z = ¢ if Z,7 = ¢ for all runs r of
7.

2.2 Systems with perfect recall in finite-state environ-
ments

-----

finite, non-empty set of actions for the environment e or agent i € [n|. The
set of joint actions of such a signature is defined by ACT = ACT, x AC'T} x
-+ x ACT,. When a denotes a joint action, we write a; for the action of
agent ¢ in a.

An environment over a signature as just described is a tuple

E = (S,1,P.,7,{0;}icp, Prop, ) (2)
where
e S is a finite set of states,
e | C S is the set of initial states,

o P.: S — 24¢T is the protocol of the environment, which says which
actions can be performed by the environment in a given state,

7: ACT — (S — S) is the transition function, which, for every joint
action a specifies a transition function 7(a),

{O;}icp is a family of observation functions O;: S — O for some set
O of observations,

P is a finite set of propositions, and

Te: S — 2P7°P is an interpretation function which assigns to each state
the propositions that hold in it.

We require P.(s) # () for each s € S. We also note that 7(a)(s) needs only
be defined if a. € P.(s).

A run of such an environment is an infinite sequence sq, $1, Sa,... such
that so € I and such that for all m there exists a € ACT with a. € P.(s,,)

b}



and 7(a)($y) = Smi1. When r denotes such a run and (r,m) is a point, we
set r(m) = sp,.

To obtain an interpreted system, we set w(r,m) = m.(r(m)) for every
point (r,m). Further, we let O;(r,m) = O;(r(0))O;(r(1))...O;(r(m)) for
every agent ¢ and call O;(r, m) the local state of agent ¢ at point (r,m). Using
this notation, we define ~; by (r,m) ~; (r',m’) iff O;(r,m) = O;(r',m’).
(Note that this implies m = m/.) This indistinguishability relation is called
synchronous perfect recall. The resulting interpreted system is denoted Z(E).

2.3 Hierarchical and broadcast environments

Our results focus on two classes of environments, hierarchical environments
and broadcast environments, which were conjectured by van der Meyden and
Vardi to yield decidable cases of synthesis from knowledge-based specifica-
tions in a multi-agent setting.

Hierarchical environments [EvdMS03] are those in which for all states s
and agents i € [n — 1], we have that O;(s) = O;(t) implies O;41(s) = O;11(t).
Intuitively, this means that each agent in the sequence observes not more
than the preceding agent: if agent 7 is not able to distinguish states s and ¢
by observation, then neither is agent ¢ + 1. Clearly the same property holds
for the indistinguishability relations on points derived using the assumption
of perfect recall. The name derives from the fact that the equivalence classes
of these relations form a hierarchically nested collection of sets.

Broadcast environments [Mey96] model situations in which agents may
maintain private information, but where the only means by which this in-
formation can be communicated is by synchronous simultaneous broadcast
to all agents. This sort of situation arises in systems in which components
communicate by means of a shared bus, and protocols that operate in a se-
quence of synchronised rounds with broadcasts between rounds may also be
modelled in this way. Broadcast environments are able to represent a variety
of games of incomplete information, including Battleships and Bridge.

Our definition of broadcast environment in this paper will be slightly
more general than that in [Mey96], where the definition was tailored so as
to allow derivation of a result concerning non-deterministic knowledge based
programs. This motivated the restriction that all actions having an effect on
the shared state of the system be immediately visible to all agents. In the
present context, we deal only with deterministic protocols, and we can relax
this restriction so as to allow unobserved effects on the shared state. We still
require that all agents always make the same observation of the shared state.

Formally, we define a broadcast environment to be an environment £ =
(S,1, P.,7,{0; }icpn), Prop, m) of a specific structure we now describe. The
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states of the environment consist of a private state for each of the agents
plus a state for the remainder of the system. For each agent i € [n], we
assume that there exists a set S; of instantaneous private states, intuitively
representing the state of the private objects maintained by the agent. The
private states S; will be observable and modifiable by agent ¢ only. We also
assume a set of shared, or common states Sy, representing the remainder of
the system, which is under the shared control of the agents. The set of all
states is taken to be the cartesian product S = Sy x S7 X ... x S,,. We define
agent i’s private state at a state s = (so, S1,...,5,), denoted p,(s), to be
the private state s;. We allow the set I of initial states to be any nonempty
subset of S.

In a broadcast environment, agents are able to observe their own private
state, as well as some aspects of the shared state. However, we assume that all
agents make the same observation of the shared state. Formally, we suppose
that there exists a “common” observation function O, mapping each shared
state in Sy to some observation. It is convenient to extend this mapping to
states in S by O.((So, S1,- - -, Sn)) = Oc(so). Using this, agent i’s observation
function is defined by O;(s) = (O.(s),p;(s)) for s € S.

Actions are assumed to affect the private and shared states independently,
with an agent’s private state being affected only by its own action. For each
agent ¢ € [n], we assume that there exists an action interpretation function 7;
such that for each action a; € ACT;, the function 7;(a;): S; — S; is a private
state transition function, representing the effect of the internal action on the
agent’s private states. For the shared state, we assume that there exists
a function 79 : ACT — (Syp — Sp) that captures the dependency of the
environment’s state transitions on the joint action performed by the agents.
The state transition function for the environment is then defined by

T(a)((S0,51,---,5n)) = (To(@)(s0), T1(a@1)(s1), .-, Tn(a@n)(sn))-

The protocol P. of the environment may depend only upon the shared state.
Formally, we assume that there exists a function f: Sy — 24¢T¢ such that
P.((s0,81,---,5n)) = f(s0). We allow the finite set of propositions Prop to
describe any property of the states S, captured semantically by the valuation
1S — 2P,

2.4 Protocols and realizability

Assume we are given an environment E as above. A protocol for agent i is a
function P;: Of — ACT;. A joint protocol is a family P = {P,},cf,) where
each P; is a protocol for agent i. Given such a protocol and a run r in the en-
vironment, we say r is consistent with the protocol if for every m there exists
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a € ACT, such that r(m + 1) = 7(a, P,(O1(r,m)), ..., P,(On(r,m)))(r(m)).
The interpreted system which is obtained from Z(E) by restricting its runs
to runs consistent with P is denoted Z(E, P).

We say a formula ¢ is realizable in an environment FE if there exists a
joint protocol P such that Z(E, P) |= .

2.5 A security example

Realizability of specifications in the logic of linear time and knowledge may
be used to express a type of information flow property similar to those studied
in the computer security literature. Consider a system with two agents High
and Low, subject to a security policy that permits High to observe any
information belonging to Low, but does not permit any information known
only to High to flow to Low. If the system has been designed in an insecure
fashion, and contains a “covert channel” that enables unintended information
flow, High and Low may be able to collude to ensure that Low comes to know
some secret belonging to High. (Concretely, such collusion may come about
if Low has managed to place a Trojan Horse program at High.) We show
how to formulate a version of this question as a realizability problem.

Let E be an environment (with agents H (High) and L (Low)) describing
the possible states of the system we wish to analyse for unintended informa-
tion flows. We may capture the assumption that information is permitted
to flow from Low to High by defining states the observation functions by
On(s) = (Or(s), Pu(s)), where Or(s) is Low’s observation in s and Pp(s)
is additional private information observable to High but not to Low. Note
that this makes the environment hierarchical with respect to the ordering
H, L on the agents. Suppose that p is a proposition whose value depends
only on Py(s), and is moreover unaffected by the agents’ actions. Then we
may phrase the question “Can High and Low collude to reliably pass the
information p from High to Low?” as the problem of whether the formula
F(KL(p) V KL(—p)) is realizable.

This question is closely related to, but somewhat stronger than, the no-
tion of “(non)deducibility on strategies” of Wittbold and Johnson [Wit90].
It can be shown that deducibility on strategies corresponds to the formula
F(KL(p) V Kp(—p)) being true on some run, rather than all runs, as re-
quired by our definition of realizability, with Low acting passively rather
than having a choice of protocol. Realizability of the branching time formula
EF(KL(p) V KL(—p)), (where the path quantifier F¢ means that ¢ is true on
some computation path) would correspond more directly to deducibility on
strategies. Nevertheless, realizability of F(K.(p) VK (—p)) does seem to cor-
respond to an interesting and intuitive security notion, which we call strong



deducibility on strategies in the sequel.

2.6 Main results

We now state the main results of the paper. As discussed above, van der
Meyden and Vardi [MV98] showed that realizability of specifications in the
logic of linear time and knowledge is decidable in the case of a single agent,
but noted that a direct generalization of this result to multi-agent systems
does not hold because of the undecidability [PR9I0] of realizability for linear-
time logic specifications (without knowledge operators). They conjectured
that the restriction to hierarchical and broadcast systems might provide de-
cidable cases of realizability for specifications in the logic of linear time and
knowledge.

The definition of hierarchical systems resembles, but differs from in some
key respects, the class of pipelines shown by Pnueli and Rosner to yield a
decidable case of realizability for linear-time logic specifications in multi-
agent systems. It is therefore reasonable to first ask if realizability of linear-
time logic specifications is decidable in hierarchical systems. We first show
that this is indeed the case.

Theorem 1. The synthesis problem for distributed systems with respect to
specifications in the logic of linear time is decidable in hierarchical systems.

The proof, which closely follows arguments of Pnueli and Rosner [PR90]
for a similar result on pipeline architectures, is given in Section 4.1. How-
ever, this result does not generalize to the richer language of linear time and
knowledge, even with respect to a quite specific class of hierarchical systems.
Say that agent i is omniscient if for all states s, we have O;(s) = s, i.e., the
complete state is observable to the agent. Say that agent i is blind if for all
states s, we have O;(s) = L, for some fixed value L. Clearly, a system with
only omniscient and blind agents is hierarchical. The proof of the following
result is given in Section 4.2.

Theorem 2. The synthesis problem for distributed systems with respect to
specifications in the logic of linear time and knowledge is undecidable in a
system with two agents, the first being omniscient, the second being blind. It
remains undecidable for the case where the protocol of the blind agent is fixed
(so only the protocol for the omniscient agent needs to be synthesized) and
the specification does not contain the omniscient agent’s knowledge operator
(but does contain the blind agent’s knowledge operator).

For broadcast systems, however, it turns out that van der Meyden and
Vardi’s conjecture is true. The following result, proved in Section 3, is by a
reduction to the case of a single agent.



Theorem 3. The synthesis problem for specifications in the logic of linear
time and knowledge is decidable in broadcast environments.

Moreover, we can obtain some additional decidable cases in multi-agent
systems by restricting the syntax of specifications. We say a formula ¢ in
the language of linear time and knowledge is positive if every occurrence of
any knowledge modality K; is positive, that is, under an even number of
negations. More precisely, a formula is positive if it can be built from p and
—-p for p € P, using V, A, U, R, X, and K; for i € [n].

Theorem 4. For positive specifications ¢ in the logic of linear time and
knowledge, and environments E, there exists an effective construction of a
formula ' and an environment E' such that o is realizable in E iff ¢ is
realizable in E'. If E is hierarchical then so is E'.

This reduction enables results concerning decidable cases of realizability
for linear-time logic specifications to be lifted to a certain class of specifica-
tions involving knowledge operators. We provide the proof in Section 5.

Putting together Theorem 1 and Theorem 4, and noting that F(K.(p) vV
Kr(—p)) is a positive formula, we obtain the following result concerning the
notion from computer security of Section 2.5.

Theorem 5. Strong deducibility on strategies is decidable in hierarchical
environments.

3 Broadcast environments

In this section we prove Theorem 3, by means of a reduction to the synthesis
problem for specifications in the logic of linear time and knowledge in single
agent environments, which is decidable by the results of [MV98].

The following notion is useful for the proof that the reduction works.
Define an isomorphism of interpreted systems T = (R, {~;}icn), 7) and ' =
(R, {~}}icm) 7') to be a bijection f between the runs of Z and the runs of
7', such that

L. w(r k) =7"(f(r),k) for all r € R, and k € N and

2. (ryn) ~; (r',n) iff (f(r),n) ~. (f(r'),n), for all runs r,r € R, k, k' €
N and agents 1.

The following can be shown by a straightforward induction on the construc-
tion of the formula.
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Lemma 1. If f is an isomorphism of interpreted systems T and Z' then for
all formulas ¢ of the logic of linear time and knowledge, runs r of Z and

times k, we have Z,(r, k) = @ iff Z, (f(r), k) | ».

For the proof of Theorem 3, we break the reduction into two stages.
Intuitively, since we synthesize a deterministic protocol for each agent and
transitions of agents’ private state depend only on their choices of action,
we can always derive an agent’s private state from its initial private state
and the sequence of observations it has made of the shared state. This is
formalised in the following construction.

Given a broadcast environment £ = (S, I, P., 7,{O;}icpn, Prop, 7), define
the environment E' = (5, 1', P, 7',{O;}icn), Prop,n’) over the same signa-
ture and with the same set of propositions, as follows. The set of states of
E' is given by adding to the states of E' a bit that records whether the state
is initial: S” = {0,1} x S, and the initial states of E’ are exactly the initial
states of E, but with the bit set to 0 to indicate that the state is initial,

e., I' = {0} x I. The transition function is accordingly defined so that
m'(a)((x,s)) = (1,7(a)(s)) for all states (z,s) of E’, encoding that a state
obtained immediately after a transition cannot be initial. The interpretation
of propositions ignores the new bit: 7'((z,s)) = w(s) for all states s € S and
x € {0,1}. Similarly, for the protocol of the environment, P.((x,s)) = P.(s),
ignoring the new bit.

The crux of the construction is that we treat observations in initial
and subsequent states differently. In F, observations are given by O;(s) =
(Oc(8),p;(s)), where O, is the observation function on shared states. In F’,
we take O}((0,s)) = (Oc(s),p,;(s)) as in E, but take O;((1,s)) = O.(s). That
is, we suppress all but the initial observation of the private state.

The fact that we have defined protocols to be deterministic (and that the
semantics for knowledge assumes implicitly that the protocol being executed
is common knowledge) plays a critical role in the following result.

Lemma 2. Let ¢ be a formula of the logic of linear time and knowledge.
Then o is realizable in E iff @ is realizable in F'.

Proof. Let O, and O; be the ranges of O. and O;, respectively. If o =
(0§, 50)(07,51)...(05,sk) is a sequence in Of, define o to be the sequence
(0§, 50)05 ... 0% in O;O%F.

Conversely, suppose P is a joint protocol for environment E. Given
a sequence o = (05,50)0f...05 in O;0F, define the sequence o T P; =
(05, 50)(07,51) ... (05, sk) inductively by

sj+1 = Ti|Pi((05, 80) - - - (05, 55))](5)-

11



Note that if r is a run of P in F then for all k € N we have (O;(r, k)|)1P; =
Oi (’f‘, k)

Suppose that the joint protocol P realizes ¢ in E. Define the joint pro-
tocol P’ for E' by P.(c) = P;(c1P;) for each agent i and 0 € O,0F. We
claim that P’ realizes ¢ in E’. For, given a run r = sg, $1, S2,... of P in E
define f(r) = (0, sq), (1,51), (1, 82),.... This can be seen to be a run of P’ in
E’. In fact, using the conclusion of the previous paragraph we can easily see
that the function f is an isomorphism of Z(E, P) and Z(E’, P'). The claim
then follows using Lemma 1.

Conversely, suppose that the joint protocol P’ realizes ¢ in E’. Define
the joint protocol P for E by P;(c) = P;(c]). The function f from the
previous paragraph can again be shown to be an isomorphism, and it follows
that P realizes ¢ in E. O]

The transformation from E to E’ shows that (with respect to each deter-
ministic joint protocol) an agent’s knowledge is completely determined by a
sequence of the form O;(s0)O.(s1)...0O.(sk), where sg,..., s is a sequence
of states of E. This suggests that it may be possible to treat O, as the ob-
servation function of a single agent, and reduce the synthesis problem to a
problem of synthesis for this agent.

One obstacle to this is that the remaining initial observations O;(s), which
contain a private state for agent ¢, mean that the choice of action of distinct
agents still depends on more than the sequence of common observations.
This can be handled by means of a further transformation of E’ into an
environment with a modified signature.

Let I; = {s; | (S0,1,...,5,) € I} be the set of possible initial private
states of agent ¢ in . We define an environment

E°=(S1° P, 7¢, 05, Prop®, %)

with a single agent (that we call ¢) and signature such that the environment
has the same set of actions ACT, as in E, and agent ¢ has actions (I; —
ACTY) x ... x (I, — ACT,).

We take the states of E¢ to be the set S¢ = I x S’. The set of initial
states is given by 1° = {(s, (0, s)) | s € I}. Intuitively, the first component in
these states keeps a memory of the initial state of E at the start of the run,
the second component is the “current state” of E’. This is reflected in the
definition of the transition functions. A joint action a® of E° is comprised
of an action a. of the environment and an action (aq,...,a,) of agent c,
where each «; is a function from I; to ACT;. This function may be applied
to the private state p,(s) of agent i in a state s of E, so that a®(s) =
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(Ge, a1(p1(8)), ..., an(p,(s))) is a joint action of E, hence of E’. Thus, we
may define

7(a%)((s,1)) = (s, 7'(a’(s))())-
The protocol of the environment in E¢ we take to be PS((s,t)) = P.(t).
We enrich the set of propositions, defining

Prop® = PropU{p;, | i € [n], x € L;}.

Propositions p € Prop are interpreted according to the “current state”, i.e.,
p € 7((s,t)) iff p € 7©’(t). The new propositions refer to the initial private
states: p;,» € m°((s,t)) iff © = p;(s), i.e., x is the private state of agent 7 in s.
Finally, the observations of the single agent ¢ are given by O¢((s, (z,t))) =
O.(t).

Given a formula ¢ of the logic of linear time and knowledge, define ¢
to be the formula obtained, recursively, by replacing each subformula of the
form K;1 by

/\ (pz,z - Kc(pi,a: - ¢c>>

zel;

Then we can prove the following.

Lemma 3. If ¢ is a formula of the logic of linear time and knowledge, then
@ 18 realizable in E" iff ©° is realizable in E°.

Proof. First note that we can convert a system Z(E¢, P¢) to a system Z,,(E¢, P°)
for n agents by defining the equivalence relations ~¢ on points in the usual
way, using the functions Of on points, defined by O¢(r, k) = p$(r(0))-O%(r, k),
where p¢((s,t)) = p;(s). Let the function f from sequences of states of E° to
sequences of states of E be defined by f((so,t0)(s1,%1)-..) = o, t1,. ... Given
a protocol P¢ for ¢ in E¢, we can define a joint protocol P’ for E’, by

Pi((0f, 50)01 - - - 0f) = (P(0§of - - 0f) )i(sp)-

It can then be shown that f is an isomorphism between Z,(E°¢, P¢) and
I(E',P'). Conversely, given a joint protocol P’ for E’, define the pro-
tocol P¢ for E¢ by P¢(of...05) = (ai,...,0q,) where o;: I; — ACT; is
given by a;(s') = P.((0§, )05 ...0%). Again, f is an isomorphism between
Z.(E°, P¢) and Z(E', P"). 1In either case, it follows using Lemma 1 that
T.(E¢, P9, (r k) E ¢ it Z(E', P'),(f(r),k) E ¢. By an induction on the
construction of the formula ¢, we can show that Z,(E¢, P°), (r, k) = K iff
Z(E, P°),(r, k) B Neer, (Pie — Ke(piw — ¥°)), which yields the result. [
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Combining these two lemmas, the transformation from E to £’ to E° re-
duces the realizability problem for the multi-agent broadcast environment E
to a problem of realizability in a single agent environment E°, that is decid-
able by results of van der Meyden and Vardi [Mey96]. We note that this result
plays essentially on the determinism of the evolution of the private states.
If we were to add a source of non-determinism, e.g., independent inputs to
the agents, then the realizability problem would be undecidable already for
linear-time temporal logic formulas. This can be seen by noting that includ-
ing in the formula a constraint that all broadcasts are trivial reduces this
to the case of completely independent agents shown to be undecidable by
Pnueli and Rosner [PR90].

4 Hierarchical environments

In this section we first show that for our knowledge-based definition of hierar-
chical environments, the synthesis problem for linear-time temporal formulas
is decidable. Then we show that the synthesis problem is undecidable for the
logic of linear time and knowledge in hierarchical environments.

4.1 Temporal formulas

In this section we establish the decidability of realizability of linear-time
logic formulas in hierarchical environments. We recall that our definition of
hierarchical environment differs from the Pnueli-Rosner [PR90] definitions of
“hierarchical architecture” and their special case of “pipeline architecture”,
though it somewhat resembles the latter. However, our proof uses ideas
similar to those they use to show decidability of realizability of temporal
formulas in pipeline architectures.

We prove two lemmas from which the claim follows by induction on the
number of agents. Recall that a protocol for agent ¢ with observation space O;
is a function in O] — ACT;, which can be viewed as an infinite tree. We say
it is a (O;, ACT;)-tree. In general, a (M, N)-tree is a tree with M-branching
and N-node labels, that is, it is a function in M* — N.

Since the environment is hierarchical, for each pair of agents ¢ < j, there
exists a mapping h; ; : O; — O; such that for all states s of the environment
we have O;(s) = h; ;(O,(s)). These mappings have the property that h; o
hi,j - hi,k'

The induction base can be proved using the following lemma.

Lemma 4. Given an environment E and a temporal specification ¢, we can
construct a finite tree automaton A for (O, ACTy x --- x ACT,)-trees that
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accepts a tree t iff t realizes o in the modified environment E' where agent 1
takes over the roles of agents 2 through n (and plays his own part).

The induction step can be proved using the following lemma.

Lemma 5. Given an environment E with just two agents and a tree automa-
ton A for (01, ACTy x ACTy)-trees, we can construct a finite tree automaton
A’ for (Oq, ACT)-trees such that A’ accepts a tree to iff there exists a protocol
t1 for agent 1 such that the joint protocol (t1,ts 0 hy2) (viewed as a protocol
for agent 1) is accepted by A.

Let’s see that these two lemmas let us prove the general claim. To this
end, let us assume we are given a hierarchical environment E with n agents.
Let A be the automaton promised by Lemma 4. For¢ =1, ..., n we show that
there exists a finite tree automaton A; for (O;, ACT; x - - - x AC'T,,)-trees that
accepts a tree t iff there exist protocols t;: Of — ACT}j for j =1,...,i—1
such that A accepts the tree (¢1,...,¢t;—10hy;-1,t0hy;). The proof is by an
induction on ¢. Considering ¢ = n, and applying Lemma 4, we have that A,, is
empty iff there exists protocols t1, . . ., t,, such that A accepts (t1,...,t,0h14),
which is the case iff ¢ is realizable in E.

The induction base is trivial, for it follows immediately from Lemma 4.
For the induction step, assume the claim holds for ¢ < n and let A; be the
automaton which we already know exists. This automaton can be viewed as a
finite tree automaton for (O;, ACT; x (ACT;11 X --x ACT,))-trees. Applying
Lemma 5 yields a finite tree automaton for (O; 1, ACT; 11 X - - - X ACT,)-trees
which has the desired properties.

So let’s turn to the proofs of the two lemmas, where we use some facts
from automata and game theory. In particular, we will use the forgetful
determinacy theorem, which we explain in what follows. For further back-
ground on these tools, the reader is referred to [Tho90, Tho97, GTW02].

A game is a triple (P, Py, Pi, E,c,W,pr) where P is a set of positions,
{Py, P} is a partition of P into the positions of the two players, Zero and One,
E C P x P is the set of moves, ¢: P — A is a function into a finite alphabet,
which is extended to a function c¢: P¥ — A“ in the canonical way, W C A¥
is an w-regular set, the winning set for Player 0, and py is the initial position.
A play is a maximal path 7 in (P, F') starting in p;. It is winning for Player 0
if ¢(m) belongs to W or it is finite and ends in a position from P; (early loss,
Player 1 can’t move any more). A strategy for Player 0 is a partial function
o: P*Py — P such that whenever o(7p) is defined, then (p,o(wp)) € E. A
play 7 conforms with a strategy o if for all i < |r| with 7 (i) € Py, then 7(i+
1) = o(x]0,4]). A strategy o is winning for Player 0 (is a winning strategy
for Player 0) if every play that conforms with ¢ is winning for Player 0. A
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memory-based strategy is determined by a set M, an initial memory my,
an update-function f: M x P — M, and a function og: Py x M — P.
The induced strategy o is determined as follows. First, for every finite path
through (P, E), the corresponding memory m(7) is defined inductively by
m(e) = mgy and m(mp) = f(m(mw),p). Then, o(r) = oo(p, m(w)). Now, the
forgetful determinacy theorem states that if there exists a winning strategy
for Player 0, then there exists a memory-based strategy where |M| is smaller
than a natural number N (W) only depending on W (rather than on P or
E). Moreover, if W is given by a Muller-automaton or a monadic second-
order formula or something similar, then an upper bound B(W) for N(W)
can be computed effectively. That is, one can assume that M = [B(W)] and
mo = 1.

Proof of Lemma 4. We use the fact that monadic second-order logic is
equivalent to tree automata and observe that the following can be phrased
in that logic:

For every path of a (O, ACT; x- - - x ACT,,)-tree, for each labeling
of the path with actions of the environment, and for each labeling
of the path with states from S, if these two labelings are consistent
(the joint actions yield the states), then the given specification ¢
holds true on the path.

This yields the desired result.

Proof of Lemma 5. We use the idea sketched in [Ros92]. Without loss of
generality we assume that A is a non-deterministic tree automaton with set of
transitions A and states Q. A transition of A is a triple (g, (a1, az), s) where
q € Q, (a1,as) € ACT; x ACT, and s: O; — @ determines the successor
states. We write simply A for the function hy5: O1 — Oa.

Let t be a (Oy, ACT,)-tree. We construct an infinite game between two
players, called Challenger (Player 1) and Responder (Player 0) which we
claim has the property that Responder wins iff there exists a protocol for
agent 1 as described in the lemma. This game will then be used to describe
how A’ can be constructed.

We first describe the positions and the moves of the game. There are three
different types of positions. First, there are positions that are strings over Os.
The other positions connect these as follows. Suppose we are given a position
u € O3. Then it is Responder’s move. He gets to choose a transition 6 =
(q, (a1, @), s) such that to(u) = as. After that, it is Challenger’s move. She
gets to choose a direction 0; € O;. Then the game deterministically moves
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to uh(oy). Thus, intermediate nodes of the game are of the form (u,0) and
(u,d,01). More formally, the set of positions of Responder is Pgr = O}, the set
of positions of Challenger is P = O; x A, and the set Pp = 05 x A x Oy is
the set of deterministic positions. For simplicity, we assume that all positions
from Pp belong to Challenger.

The rest of the game is as follows. The initial position is €. The coloring
function c is given by c(u) = $, where $ is a dummy symbol, ¢((u,0)) = ¢ and
c((u,d,01)) = 01. The winning condition W consists of all infinite sequences
over the alphabet {$, A, O;} of the form $8,09$6;0]$202$d5 ... such that the
following conditions are satisfied.

1. For every i, if 0 = (g, (a1,a),5) and Gy = (¢, (a}, a}), ), then
s(o1) =¢.
2. Suppose 0; = (g;, ... ) for every i, then goqi1qs ... is accepting for A.

Let’s first check that the above claim is true. A strategy for Responder
is a function that maps every element of (PgrPcPp)* Pg, which is of the form

e(e, 00) (€, 8o, 09)05(0%, 51) (09, 61, 01 )0905(0903, 32 ) (0503, 82, 03050503 . . . 0905 . .. 05,
to a position of the form
(0503 ...05,0) . (3)

Such a strategy can immediately be translated into a protocol tree t; for
agent 1 and an accepting run of A on the tree obtained from joining ¢; and
to. Conversely, a winning strategy for Responder can be constructed from a
protocol for agent 1 and a suitable accepting run of A.

By the forgetful determinacy theorem, if there exists a winning strategy
for Responder, then with £ = B(WW), a winning strategy is induced by the set
[k], an initial memory 1, an update-function f: [k] X (Pr U Pc U Pp) — [k],
and a function og: Pg X [k] — Pc.

Now, observe that f and oy can be viewed as functions with domain O;
and a finite range:

e 0y can be viewed as a function of: O — Al
e f can be viewed as a function f': O} — [k]k*(HVAUAXO1)

Now, observe that the following property of an (Oy, ACT;)-tree can be ex-
pressed in monadic second-order logic:
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There exists two labelings with functions [k] — A and [k] x ([1]U

AU(A xOy)) — [k] such that the following holds true. The strat-
egy o, which is determined by the two labelings when interpreted
as o, and f’ as explained above is winning for Responder.

We can now use the same argument as above to conclude that the desired
automaton exists.O
This completes the proof of Theorem 1.

4.2 Temporal and knowledge formulas

For the proof of Theorem 2, we need background on lossy counter machines,
which is provided in the first subsection. The second subsection contains the
actual undecidability proof.

4.2.1 Lossy counter machines

A counter machine is a tuple

L=(Q,k q,A) (4)

where
e () is a finite set of states,
e k is a natural number, the number of registers of the machine,
e ¢; € () is the initial state of L, and
e AC(Q@x{0,...,k—1}xQ)U(Q x{0,...,k—1} x Q x Q) is the set

of commands.

A configuration of such a counter machine is a tuple (g, rg, ..., 7x_1) where
q is a state and r; € N for all j < k, representing the values of the registers.

The lossy semantics of such a machine is determined by two binary rela-
tions on configurations. First, the machine relation, denoted —™, is defined
as follows. We have (q,7¢,...,7%-1) =™ (¢, 74, -, 7%_q) if

® (¢,5,q) € A, vy =rj+ 1Land rj, = ry for all j" # j, or

® (¢,J,q1,q2) €A, 15> 0,¢ =qu, i =r;—1, and 1}, = ry for all j' # j,
or

® (¢,J,q1,q2) €A, 15 =0, ¢ =g and 7}, = ry for all j'.
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Second, the lossiness relation is the relation denoted —! and defined by
(g, 70,y m61) = (10,7 y) if ¢ = ¢ and ri < rj for all j.

The single-step relation of the machine is defined by = = —!

A lossy run of counter machine is a sequence sy = s; = sy = ... of
configurations. It is called an infinite run if the sequence is infinite.

We will use the following theorem.

o =™ o —l,

Theorem 6 ([May03]). The following problem is undecidable. Given a
counter-machine L, is there a number n such that there exists an infinite
lossy run of L starting with the configuration (qr,0,...,0,n).

We modify this slightly for technical reasons. A complete counter machine
with forbidden state is a tuple

L=(Q,k,qr,q5,A) (5)
where
e (Q,k,qr,A) is a counter machine as above,
® ¢ € () is the forbidden state, and
e A has the additional property that (¢,0,qs) € A for every q.

With this definition, we have the following as an immediate consequence
of the above theorem.

Corollary 1. The following problem is undecidable. Given a counter-machine
L, is there a number n such that there exists an infinite lossy run of L starting
with the configuration (qr,0,...,0,n) and never going through state qs.

For later use, we will give an alternative definition of =. To this end, we

need three other relations, denoted —, —o™m —ae_ First, welet (¢, rg, ..., 75_1) —%
(7,705 - - -y T_q) if 7 is & command startirlg with ¢ and 7} <r; for all j < k.
Second, we let (v,70,...,7k—1) =™ (¢, 70, ,Th_q) if

e v=1(¢,5,¢), 0 <r; <rj+1andrj <ry forall j”# j,

® = <Q7j7q17QQ)7 ] > 07 q/ = (1, T;‘ S ry— 17 and T;‘/ S Ty for all j/ 7£.]7
or

® V= <QJj7 q17QQ)7 Tj - 07 q/ = q2, and T;/ S rj’ fOI' all j/‘
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Here, g for a state ¢ € Q denotes a new copy of ¢. The set of all these copies
is denoted Q.

And, third, we let (g, rg, ..., 7x-1) —
(q/a ré)v e ,7“;671).

Now we can state the following.

aal (

Remark 1. For every counter machine, we have

= = _>al o —sam o _>aal ) (6)

There is another relation we will also need in the proof to follow. This
relation is denoted —%". It is different from —%" in that the second and
the third clause above are simply replaced by

* v=(¢,0,q01,%), ¢ €{q1,q} and r}, <ry for all j" < k.

/

In particular, we have —*" C —*",
We say sg, S1,82,... is a refined computation of the given machine if

al am

sg =% 51 — l al am aal al

Sg = 53 = gy =Y g5 = g4 =% .. We say it is a

. . / ’
refined weak computation if sg — 57 =™ gy —0 o 0l g, _am’ g _aal
0 3 5

sg —% ...

The important observations here are the following.

Remark 2. A refined weak computation sg,S1,So,... 1S a refined compu-

tation iff for every m with szmi1 = ((¢, 7,91, 42), 705 - - -, Th—1) and Szmi2 =
(@570, k1) we have ¢ = qo if r; =0 and else ¢ = q and r}; <1;.

Remark 3. There is an infinite computation starting with (qr, 0, ...,0,n) for
some n iff there is an infinite refined weak computation Sg, s1, So, ... starting
with (qr,0,...,0,n) and satisfying the above requirement.

4.2.2 The reduction

In this section, we prove Theorem 2 by reducing the problem from Corollary 1
to the realizability problem. This will yield the desired result.

Let L be a complete k-counter machine with forbidden state as above.
We construct an environment E with two agents and a formula ¢ in the
language of linear time and knowledge such that there exists a joint protocol
P realizing ¢ in F iff there exists a natural number n such that there exists
an infinite run of L starting with (g7, 0,...,0,n) and avoiding g;.

We call the two agents by the names A and B. (Formally, A may just
stand for 1 and B for 0.) Agent A will observe “all” that happens, whereas
B will be “blind:” it observes nothing. More precisely, for all states s of
E, the observation functions for the agents are defined by O4(s) = s and
Op(s) = L for some fixed element L.
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Basic idea of reduction. We construct the environment £ in such a way
that for each joint protocol P we can view Z(E, P) as a refined weak compu-
tation of L. In addition, we will construct ¢ in such a way that Z(E, P) & ¢
iff this sequence is a refined computation and never goes through ¢ .

To be able to view Z(E, P) as a refined computation of L, we simply
consider, for each m, the set of all states a run of Z(E, P) can be in. This
gives us a multi-set of states of £ in a natural way, and with each such
multiset we will associate an element of a refined computation.

Our environment operates in two phases. In the first phase, the envi-
ronment uses nondeterminism to generate the initial configuration of the
machine, that is, the number n register k — 1 gets assigned in the initial con-
figuration. In the second phase, the refined computation of L is simulated.

The important point is the following. There needs to be some “coor-
dination” between the individual runs of Z(FE, P) so as to ensure that, for
instance, the decision to switch from the first to the second phase is made
at the same time for all runs. This is where agent B comes into the pic-
ture. Since B is blind, if B decides to perform an action corresponding to
switch from the first to the second phase, it will take this decision at the
same point in time of all runs. Similarly, if we want to check that the value
of a register is 0, this can be checked by the knowledge operator for agent
B, which can quantify over all runs, because B is blind. Agent A is used
for “individual” actions, in particular, to model lossiness. (There is an al-
ternate way to satisfy the requirement that the switch to the second phase
is made simultaneously in all runs, which is to let A guess the switch point
and add to the specification a formula that uses B’s knowledge operator to
check that the switch is made at the same time in all runs. This yields the
refined version of the theorem stating that the problem remains undecidable
for the case where, given a fixed protocol for B, we synthesize a protocol for
the single agent A, and the specification talks only about the knowledge of
B. We leave the details of this variant to the reader.)

The actual number of runs, hence distinguishable points, may in general
be infinite, but since choice of action is based only on the prefixes, at each
moment of time, there will be a finite number of equivalence classes of points
for agent A. We use the number of these distinct equivalence classes to
represent the values of the registers. To distinguish different counters we
use different states, that is, depending on the current state of a point of an
equivalence class, this class will be counted for a certain register or not.
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The state set and the formula. The environment has the following state
set:

S = {spawn, stable, trash, cq, ..., cr_1,do, ..., dp_1} UQUQUA (7)

where @ is a disjoint copy of ). The state spawn is the initial state. The
states spawn and stable are the states of the first phase whereas the other
states are the states of the second phase.

We also set 7 (s) = s for every s € S, that is, we have a proposition for
each state expressing that the system is in that state.

Let P be any joint protocol and let Z(E, P) = (R, 7, {~; }icpn)). For each
m, let R,, be the set of prefixes of elements from R of length m and let M,,
be the multi-set of all end states of the elements from R,,.

Now, assume a sequence sg, S1, So, . . . is a refined weak computation start-
ing with so = (¢1,0,...,0,n). Then there will be a joint protocol P such
that the following holds.

First, for every m < n, we will have:

M,,(spawn) =1 | (8)
M, (stable) =m , 9)
M, (s) = 0 for any other state. (10)
And for all m > 0 with s, = (a, 70, ...,7%_1), we will have:
M, m(spawn) =0 11

or any other « € QU A UQ,

=
+
3
—
Q
— — — ~— ~—
I
X O = O O
A~ A~/
—_
w
— — — ~— ~—
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That means, in particular, that the number of occurrences of state c¢; cor-
responds exactly to the value of register j. In the above, we haven’t said
anything about the states d; and the state trash. The latter is simply used
as a dummy state if we want to discontinue a run. The former are used as in-
dicator variables to have some control over the lossiness. In our construction,
if we want to decrement a counter we could simply switch from ¢; to trash.
What we do is to transition from ¢; to d; and then to trash; as a consequence
we can specify in a formula that a decrement for register ¢ has occurred.
For the above claim, the converse will also hold true. That is, for every
system induced by a joint protocol, there will be a sequence as above satisfy-
ing the specified conditions, with one exception. There will also be a system
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where, for every m,

M, (spawn) =1 | (16)
M,,(stable) =m , (17)
M,,(s) = 0 for any other state. (18)

That is, the second phase will never be started in that system.

Since, by (12) and (13) the environment is constructed so that at each
moment of time at most one element o of QUAUQ can occur, and the agent
B has synchronous perfect recall but is blind, the formula L« says that « is
the unique such element occurring at the current time. Similarly, Lgc; says
that there is at least one prefix of length equal to the current time ending in
state c;.

Taking all this into account, in order to make the reduction work, we will
only have to choose our formula ¢ to be the conjunction of the following
formulas:

FLB(]I ) (19)

which rules out the last system, which never gets to the second phase;

N G(a,4,a1,42) = (Ks—e; = XLg@) A (Lpe; — X(LsTi A Lpdy)))
(9,4,q1,92) €A

(20)

which takes care of the condition from Remark 2, and

/\GKBﬁqu y (21)

which makes sure we get a run avoiding gs. Note that this formula refers
only to agent B’s knowledge: we do not need the knowledge modality for
agent A.

What remains to be specified are the actions and the transitions. This
can be dealt with easily.

Actions and transitions. We have

ACTy = {KEEP, ZERO} U {(7) | v € A} , (22)
ACTp = {SKIP, START} . (23)

For the environment, we have an action (s) for every state s except for spawn
and states of the form (q,7,¢"). For these states, the environment has two
actions each, (spawn), with b < 2 and INC, with b < 2, respectively. All
actions of the environment are enabled in the respective states.

Let a be a joint action. We describe how it operates on the states.
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State spawn. First case, a, = (spawn),. If ag = SKIP, then 7(a)(spawn) =
spawn, and if agp = START, then 7(a)(spawn) = q;.

Second case, a, = (spawn);. If ag = SKIP, then 7(a)(spawn) = spawn,
and if ap = START, then 7(a)(spawn) = trash.

This makes sure that spawn splits in spawn and stable unless agent B
performs START. And B performing START results in spawn transitioning
to gy, the initial state.

State stable. If ap = SKIP, then 7(a)(stable) = stable, else 7(a)(stable) =
Cr—1.

This makes sure all states stable are transformed into the initial counter
value for register k — 1.

State ¢;. If ay = KEEP, then 7(a)(¢;) = ¢, else 7(a)(¢;) = d;.
If agent A performs anything other than KEEP then the counter is decre-
mented.

State d;. 7(a)(d;) = trash.
State trash. 7(a)(trash) = trash.

State g. If a, is of the form (v) for some v € A and ~ starts with g,
then 7(a)(q) = v and else 7(a)(q) = (¢,0, q5).

Agent A can choose which transition he wants to take; actions that don’t
correspond to an enabled transition result in choosing the dummy transition

(q707Qf)

State (¢.7,¢'). Ifa. = INCo, then7(a)((q,],¢')) = ¢ andelse 7(a)((g, 5, ¢)) =
Cj.
The non-determinism for the environment makes sure we actually increase

the counter (while there can also be lossy transitions).

State (q,7,¢,q"). If ax = ZERO, then 7(a)((¢,7,¢1,92)) = G2 and else

T<a’)((q7j7 q1, Q2)) - E
Agent A gets to guess whether the counter is zero or not; his guess will

be verified by the formula ¢ (see above).
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5 A reduction for positive formulas

We now define the reduction promised in Theorem 4, and prove its correct-
ness.

5.1 The reduction
Let

E = (57[7 P€77—7 {OZ}ZE[’R}’P7 7Te) (24)

be an environment for n agents and ¢ a positive formula. We construct an
environment £’ and a formula ¢’ in the language of linear time (without
knowledge operators) such that the following statements are equivalent:

(A) ¢ is realizable in E.
(B) ¢’ is realizable in E'.

Moreover, we will be able to derive a protocol realizing ¢ in E from a protocol
realizing ¢’ in E’ in a straightforward way (just by forgetting).

The idea is that in the new system in each state each agent has to say
which of his knowledge subformulas he thinks are true by choosing a corre-
sponding action. That the agent’s choices are indeed correct will then be
verified by modifying ¢ appropriately.

To describe E' we need some more notation. For every i € [n] we let ®;
be the set of subformulas of ¢ of the form K;i) and ®* the union of all these
sets.

We first describe the sets of actions for E’, which are denoted by ACT,,
ACTY, ..., ACT!. We set ACT. = ACT, and ACT! = ACT; x 2% for every
i € [n].

The system E’ is given by

E = (Sx2* I P, 7 {O}icin), P', ) (25)

where the individual components are defined by
I"=A{(s1,0) [ sr € I} (26)
P'=PU{py | e}, (27)
Oi((s,¥)) = Oi(s) , (28)
me((s,0)) = me(s) U{py [ € ¥, (29)
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and
7' (ae, (a1, 91), ..., (an, ¥,)) = (t(a,ay,...,a,), ¥ U---UT,) .  (30)

To obtain the new specification ¢, we proceed as follows. First, we de-
fine the flattened variant of a formula 1, denoted . The formula 1) is the
temporal formula obtained from 1 by substituting every maximal knowl-
edge subformula 1) by Xpys. For example, if ¢ is K;Kyp — GK;q then 9 is
(XPKikap) = GXpkyg-

Now, the new specification simply says that whenever agent i claims K;
is true it is, in fact, true and uses flattened variants of the knowledge formulas:

o= N GCXpkw — 1) (31)

ie[n],KinCIDi

We will also write x for the big conjunction on the right-hand side.

The use of the X-operator is due to the fact that the claims about valid
subformulas an agent makes by carrying out an action are only available in
the environment in the next state.

5.2 The correctness proof

The correctness of the above construction is proved in two steps.

5.2.1 From F to E'

We first show that (A) from above implies (B). To this end, assume we are
given a joint protocol P that realizes ¢ in E. If u is a sequence then we write
|u| for the length of w minus 1, so that |O;((r,n))| = n.

Let w € OF and i € [n]. If there is no run r in Z(E, P) such that
Oi((r, |u])) = u, then we set P/(u) to an arbitrary action (because it won’t
matter). If there is a run r in Z(E, P) such that O;((r, |u|)) = u, let r be such
a run. We set P/(u) = (P;(u), ¥;) where ¥; = {¢p € &, | Z(E, P), (r,|u|) E
1}. Observe that this is independent of the particular r chosen (since for all
runs satisfying this condition the corresponding points are indistinguishable
by agent 7).

Now note the following. For every run r = sgs1... of Z(E, P), the
sequence 1’ = (89, ¥q)(s1,V¥1)... with Ug = @) and ¥,,,,1 = {¢b € P |
I(E,P),(r,m) | v} for every m is a run in Z(E', P"). And every run
of Z(E', P') is obtained in this way. Moreover, from the definition of the
observation functions O}, we have O;(r,m) = O}(r',;m). It follows that
that for every formula i over P only, each run r, and each m, we have
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I(E,P),(r,m) E ¢ iff Z(E', P"),(r',m) = . This, in turn, implies that
for each ¢) € ®* each run r, and each m, we have Z(E, P), (r,m) = ¢ iff
Y € Uy f Z(E', P'), (',m) |= Xpy. By a straightforward induction it fol-
lows that Z(E, P), (r,m) = ¢ if Z(E', P'), (r',m) = 1, for all subformulas ¢
of . In particular, we obtain Z(E’, P'), (1, 0) &= @, since Z(E, P), (r,0) E ¢.
Moreover, if Z(E', P'),(r',m) | Xpk,y then Z(E, P),(r,m) | K;i hence
Z(E, P),(r,m) E ¢ and Z(E', P'), (r',m) |= 1. This shows that Z(E’, P') =
X. This shows that P’ realizes ¢’ in E'.

5.2.2 From F' to F

For the converse, we assume we are given a joint protocol P’ that realizes
¢ in E'. We turn this into a joint protocol P in a straightforward way,
namely, for each u, if P/(u) = (a, V), we set P;(u) = a. We observe that if
r = (so, ¥o), (51, ¥1),... is a run of Z(E’, P'), then r|= s¢s1 ... is a run of
Z(E,P). Moreover, there are no other runs in Z(E, P), and O}((r,m)) =
Oi((r],m)). We claim that if Z(E', P'), (r,m) |= ¢, then Z(E', P'), (r,m) |=
Y and Z(E, P),(r],m) = 1.

The proof goes by induction on the size of ¢). The claim is trivially true
for atomic formulas and negated atomic formula, and, clearly, the induction
step goes through for disjunction and conjunction and temporal operators.
(Note that this would not go through for negation!)

So let’s look at a knowledge operator, say v = K;p, and let’s assume
Z(E', P'),(r,m) |= 1. By definition of the flattened variant, we have 1) =
Xpy. Thus, Z(E', P'), (r,m) = Xpy, and hence ¢ € ¥(r,m + 1). By con-
struction, we then get P/(O;((r,m))) = (a,¥) for some action a and some
set U where ¢» € U. This, in turn, means ¢» € V(r’,m + 1) for every point
(r',m) of Z(E', P") with (r',m) ~; (r,m). Fix such a point. From the se-
mantics of X, we can conclude Z(E', P'), (r',m) = Xpy. Since Z(E', P) = ¥,
we get that Z(E’, P'), (r',m) = p, which, by induction hypothesis, yields
I(E', P, (r',m) E pand Z(E, P),(r'|,m) = p. Since (r', m) was chosen ar-
bitrarily, we finally get Z(E’, P'), (r',m) = Kip and Z(E, P), (r|,m) | K;p.
This proves the claim.

6 Conclusion
We have shown that there exist classes of environments and formulas (broad-
cast, or hierarchical environments and positive formulas) for which synthesis

from specifications in the logic of linear time and knowledge is decidable.
These results suggest several directions for further research. One is to obtain
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a more general characterization of the decidable cases, as has been done for
temporal specifications [Mad01]. There are also good reasons to explore ver-
sions of these problems where the temporal logic used is for branching time
rather than linear time. In particular, results on branching-time versions
would be directly applicable to classical security notions such as deducibility
on strategies, which we have closely appromixated but not precisely captured
with our notion of strong deducibility on strategies. Where such notions are
found to be decidable, it is moreover of interest to find precise complexities
and develop specially tailored decision procedures for the automation of se-
curity analysis. Another potential area of application is the compilation of
knowledge-based programs [FHMV95]. Finally, our assumption that the pro-
tocols synthesized are deterministic should also be relaxed, particularly as it
is often the case that security is attained by creative use of non-determinism.
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