
A Multi-Channel DS-CDMA Media Access Control Protocol for
Wireless Sensor Networks

Bao Hua Liu, Chun Tung Chou, Sanjay Jha

Network Research Laboratory
School of Computer Science and Engineering

The University of New South Wales, Sydney, Australia

Email: {mliu, ctchou, sjha}@cse.unsw.edu.au

UNSW-CSE-TR-0503

February 23, 2005

1



Abstract

This paper proposes a novel multi-channel media access control (MAC) protocol for direct sequence
code division multiple access (DS-CDMA) wireless sensor network. Our protocol design uses combina-
tion of DS-CDMA and frequency division to reduce the channel interference and consequently improves
system capacity and network throughput. We provide theoretical characterization of the mean multiple
access interference (MAI) at a given node in relation to the number of frequency channels. We show that
by using only a small number of frequency channels, the mean MAI can be reduced significantly. Through
discrete event simulation, we provide comparison of our proposed system to a pure DS-CDMA system as
well as a contention based system. Simulation results reveal that our proposed system can achieve 15-20
times of system efficiency than a contention based system. When same number of packets are transmit-
ted in the network, our system consumes only 10% of communication energy than the contention based
system.

A distributed channel allocation protocol is also proposed for the network formation phase. We
prove that our algorithm converges with correct channel assignments. Simulation results reveal that much
smaller number of channels are required than theoretical value when nodes are uniformly randomly de-
ployed.
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1 Introduction

Many future applications will increasingly depend on embedded wireless sensor networks. A sensor network
consists of numerous sensor/actuator devices. These devices consist of one or more integrated sensing units,
embedded microprocessors, low-power communication radios, on-board energy, with location awareness and
organized in an ad hoc multi-hop network. Sensors devices are normally untethered and powered by batteries.
They communicate over short distance using wireless media.

1.1 Motivation

Since sensor network applications are generally expected to utilize low data rate (e.g., 1-100Kbps), have small
data packet size (e.g., 50 bytes), and sensors normally have limited on-board energy, processing capability,
buffer space, and other resources, the contention based protocol may not be a suitable choice for the MAC
layer. Contention based protocols suffer from both low network throughput and long packet delay. Associat-
ing with eachsmalldata packet transmission, the RTS-CTS-DATA-ACK handshake sequence can constitute
up to 40% overhead in sensor networks [18]. Although IEEE 802.11 standard specifies that RTS/CTS can
be avoided with a small data packet transmission, this may not be a practical choice for sensor networks.
Given the lower data rate (e.g., 20Kbps) in sensor networks, asmalldata packet will take much longer time
to transmit than in an IEEE 802.11 network which has high data rate (e.g., 2Mbps). As a result, the collision
probability in sensor networks is much higher. The consequence is that control packet exchange is neces-
sary to avoid collisions. Moreover, some energy efficient algorithms proposed for contention based protocols
require the information embedded in RTS/CTS packets. For example, SMAC [23] uses the transmission
time embedded in RTS/CTS to turn off unintended receivers to avoid overhearing energy consumption. Fur-
thermore, contention based protocols also suffer from the well documented hidden node and exposed node
problems.

It is well known that energy consumption is the crucial factor in sensor network design. This may lead to
sensor network MAC protocols which prioritize energy savings over network throughput and packet latency.
However, we argue that both network throughput and packet latency are critical for many sensor network
applications, such as battlefield surveillance, real-time monitoring seismic waves, machine operations, bush
fires. Accurate and timely delivery of sensed data in these cases sometimes means the difference between life
and death. When a sensor network is used to track an object (or group of objects), out-of-date information is
of no use if the object being tracked is no longer in the vicinity when the information is received.

While a sensor network is expected to operate with low duty cycle (e.g., 1% on average) and may remain
silent for a long time, a communication “hot region” can emerge quickly due to simultaneous events [28].
Such unpredictable traffic pattern requires highly adaptive protocols to achieve both real-time guarantees and
energy efficiency.

As an alternative to traditional contention based MAC designs, direct sequence code division multiple
access (DS-CDMA) based system has been proposed in literature [8][9][27]. It is well known that themultiple
access interference (MAI)is the key factor in determining the network performance (e.g., throughput) in a
DS-CDMA system. The inherent randomized distribution of sensor nodes and the lack of centralized base
station creates significant challenge on how to effectively control the interference in a DS-CDMA sensor
network. In this paper, we propose a frequency division based DS-CDMA system which can simultaneously
achieve low energy consumption, high network throughput and low packet latency. These advantages are the
result of applying frequency division to reduce the MAI in the system. By using an analytical model, we
show that a small number of frequency channels can reduce MAI significantly.

1.2 Paper Contributions and Organization

Our protocol design differs significantly from previously proposed self-organizing MAC protocols for sensor
networks, in that both network throughput and packet latency are emphasized as well as energy consumption.
This paper makes the following contributions:
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- Propose a novel multi-channel MAC protocol for wireless sensor networks.

- A mathematical model to calculate the expected value of MAI at a given node with a uniformly ran-
domly distributed topology.

- A distributed channel allocation (for both frequencies and CDMA PN codes) protocol for the network
formation phase.

- Simulation results demonstrating that the proposed system can achieve less channel contention, lower
packet latency, higher network throughput, and lower energy consumption.

The rest of this paper is organized as follows. Section 2 presents background and limitation of using DS-
CDMA system in sensor networks. Section 4 describes the proposed design architecture. Section 5 provides
the analytical model. Section 6 details the network formation and channel allocation protocol. Section 7
provides simulation results and analysis. Section 8 describes the related work. We conclude our paper in
section 9 with future directions.

2 Preliminaries

This section provides a brief review of DS-CDMA system and the limitations of using DS-CDMA system
in an ad hoc wireless sensor network, specially, the multiple access interference (MAI) and resulted near-far
problem.

2.1 DS-CDMA System

DS-CDMA based system usesspread spectrum(SS) modulation technique, in which the baseband signal is
spread (e.g., multiplied by) using apseudo noise(PN) code. A PN code is a sequence of chips valued -1 and
1 (polar) or 0 and 1 (non-polar). Such bit-sequences have noise-like properties like spectral flatness and low
cross and auto correlation values, and thus complicate jamming or detection by non-target receivers [58]. The
receiver uses cross-correlation to separate the appropriate signal from other interfering signals (those destined
for other receivers), and uses auto-correlation to reject multi-path interference. In practice, the PN sequence
selected must have both good cross-correlation and auto-correlation.

Spread spectrum has many properties that makes it particular attractive for wireless environment. The most
important advantage is its inherent interference rejection capability. Not only can a particular spread spectrum
signal be recovered from a number of other spread spectrum signals, it is also possible to completely recover a
spread spectrum signal even when it is jammed by a narrow band interferer. Resistance to multi-path fading is
another fundamental feature of spread spectrum modulation. Spread spectrum system is not very bandwidth
efficient in a single user environment but becomes very bandwidth efficient in a multiple-user environment.
Compare to TDMA, CDMA requires less synchronization overheads. There is no need for synchronization
among users in a CDMA system except between a transmitter and a receiver.

The main parameter in a DS-CDMA system is theprocessing gain, which is defined as the ratio of spread
data rate to the baseband data rate. Processing gain determines the number of simultaneous transmissions
that can be accommodated in a DS-CDMA system.

3 The Multiple Access Interference of DS-CDMA SYSTEM

Although spread spectrum system provides superior characteristics, the performance of DS-CDMA system is
primarily limited bymultiple access interference (MAI). Considering a DSSS/BPSK (Direct Sequence Spread
Spectrum/Binary Phase Shift Keying) system, letP0 denote the average received power of the desired signal
at the detector. Further, assume that there arek interferers with received powersP1, P2, . . . , Pk, the MAI is
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defined as the sum of all interference powers, e.g.,MAI =
∑k

i=1 Pi. Theeffective bit energy-to-noise ratio
at the detector is then given by [42]:

µ , Eb

N0eff
=

(
2

∑k
i=1 Pi

3LP0
+

1
µ0

)−1

(1)

whereL is the processing gain, andµ0 = Eb/N0 equalsEb/N0eff at the detector in the absence of interferers.
The probability of bit errorPe with a givenµ is then given byPe = 1

2erfc(
√

µ) which is decreasing function
of µ, where erfc(·) is the complementary error function.

In a cellular DS-CDMA network, the MAI can be controlled by the base station by limiting the number of
active nodes, and requiring that all active nodes control their transmission powers so that the signals arrive
at the base station with the samelowestpower level. However, the same principle can not be applied to a
practical sensor network. The difficulty of using DS-CDMA system in an ad hoc sensor network lies in the
fact that a sensor network does not have a centralized base station which leads to the MAI being uncontrol-
lable. The consequence is that the system performance is compromised severely especially in higher traffic
scenario. In a practical sensor network, where nodes are normally randomly deployed, each transmitting node
can transmit to multiple receivers and each receiving node can receive from multiple transmitters. It is infea-
sible to implement a power control scheme to guarantee that each receiver receivesall signals (both desired
and interferers) withequalpower. In addition, each node may transmit to a random neighbor with random
probability at any given time. The number of active nodes can not be controlled without using RTS/CTS in a
potential interference vicinity. These unpredictable traffic loads make the MAI very difficult to be controlled.
We will illustrate these problems using Figure 1, where sensors are randomly deployed andRR represents the
communication range. Each node has a number of neighbors situated at different distances. For example,A
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G

H
I
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R

Figure 1:Example showing the uncontrollable MAI is an ad hoc sensor network.

has neighborsB, E, F,D, andG. Assume that each node uses the minimum required power to communicate
with each other. WhenA is transmitting to a neighbor, the interference power caused by this transmission
at other neighbors can have different values. Considering two simultaneous transmissions fromA → B and
C → D, where distancedAB À dAD, the interference power atD caused byA is much higher than that of
the desired power fromC, and this makes the desired signal hard to be recovered. However, if the transmis-
sion isA → E instead ofA → B, the interference caused toD’s reception is negligible. The problem caused
by interference signal(s) drowning out desired signal at a receiver is a serious consequence of MAI. This ex-
ample demonstrates that it is not possible to use power control to minimize the effect of MAI in a DS-CDMA
sensor network. The MAI may cause significant degradation in network throughput and is considered the
main problem prohibiting the usage of DS-CDMA system in sensor networks.

4 The Proposed Architecture

In last section, we discussed the limitations of using DS-CDMA system in sensor networks. The root cause of
MAI lies in the fact that, unlike FDMA and TDMA channels, CDMA codes are not completely orthogonal.
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Completely orthogonal codes (e.g., Walsh codes) are normally used in synchronous systems. However, in
asynchronous systems, perfect orthogonal codes are sub-optimal and exhibit high cross-correlation.

Because MAI is caused by the non-perfect orthogonality of CDMA codes, the rationale of our design
is to orthogonalize the receptionin the vicinity of a sensor node. In this paper, we propose a frequency
division based DS-CDMA system to reduce MAI. Because most sensor network applications are expected to
utilize low data rate, it is possible to use a narrow band DS-CDMA system operating over multiple frequency
channels. For example, assuming that the data rate is 20 Kbps, and we use 50 chip/bit PN code to spread
the baseband signal. The resulting bandwidth is 1MHz. With 2.4GHz ISM band (2400MHz-2483.5MHz),
we can have more than 80 frequency channels. Our simulation results (see section 7.2) reveal that much less
number of channels are required than theoretical value when sensors are uniformly randomly distributed. We
make the following assumptions in our design:

- Sensors are normally static nodes so we can execute our network set up process once at the beginning
of deployment.

- A topology control protocol is available to limit the number of neighbors for each node.

- Multiuser detection receivers are available but may only be monitoring a limited number (e.g., number
of neighbors) of PN codes.

- Each sensor can adjust its transmission power to reach different neighbors.

- Each sensor can estimate its location or relative location.

4.1 System Architecture

A set up phase (see section 6) is required for our sensor network architecture where, during this phase,
frequency channels and PN codes are assigned to enable the nodes to communicate during steady state. In
this section, we primarily focus on the steady state operation.

In our system, each node is assigned a uniquereceivingfrequency that is different from its one hop and
two hop neighbors. Without loss of generality, we use a regular graph to explain the concept. Figure 2 (a)
illustrates the frequency channel allocation pattern with a regular triangular sensor network topology, where
each sensor has exactly six neighbors and thereceivingfrequency of each node is shown next to the node.
Note with a random deployment, the number of neighbors can be determined by a topology control protocol.
There are two PN code assignment schemes in our system:

1. Node based, where each neighbor of a given node is assigned a unique PN code that is different from
each other; or

2. Link based, where eachdirectedlink is assigned a unique PN code that is different from its adjacent
links (two directed links are adjacent if they have a common end node).

Figure 2 (b) shows the node based (transmitter based) PN code assignment, where the code assigned to each
node (for transmission) is shown next to the node. Figure 2 (c) shows the link based PN code assignment,
where the code assigned to eachdirectedlink is shown along the link.

When a node wants to transmit a packet to a neighbor, it synthesizes its transmitter to the corresponding re-
ceiving frequency of the neighbor and uses the pre-determined PN code with the neighbor to spread baseband
signal. We next use Figure 2 (c) to explain the communication paradigm between a node and its neighbors
(Node based PN code assignment can achieve similar performance). Note thatPN1 can be re-used assuming
that two links are not adjacent in Figure 2 (c).

WhenA wants to transmit toD, it synthesizes its transmitter tof5 and usesPN1 to spread the data
packet. Note this transmission does not cause interference to other neighbors such asC, B, G, F, E because
their receivers are running on different receiving frequencies. Also note thatB, F andD can transmit to
A simultaneously becauseA’s multiuser detection receiver can distinguish all itsneighbors’transmissions
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Figure 2: System architecture (a) Frequency allocation pattern. (b) Node based (transmitter based) code
assignment. (c) Link based code assignment.

concurrently. Note thatA does not need to monitor the whole set of PN codes but only the set of codes that are
employed by its immediate neighbors.A’s transmission toD will not destroyA’s reception fromB, F and
D even if they are happening in parallel because they are operating on different frequencies. Furthermore,
the transmission signal fromG to B will not contribute to the noise floor atA because it is operating on
f7. To this end, we notice that MAI only occurs at a given receiving node (e.g.,A) when multiple neighbors
(e.g.,B, F, D) transmit to this node (e.g.,A) simultaneously. When these simultaneous transmissions occur,
they are actually desired signals as they are all addressed to this node (e.g.,A). With proper power control,
the resulted MAI at this node (e.g.,A) can be controlled at the lowest level. Those uncontrollable MAI
presented in a pure DS-CDMA system, which is caused by the transmission between an interference node
(e.g.,G) and its neighbor (e.g.,B but notA), is significantly reduced due to the frequency division. Note,
it is possible that some other nodes are transmitting with the same frequency in the network (as frequencies
are reused spatially). But assuming that the channel allocation scheme (see section 6.2) is functioning, these
transmissions are normally far enough and the resulting interference is negligible. Because a node does not
have to consider the interference caused by its transmission on theunintendedreceivers, it is much easier
for a node to control its transmission power to guarantee that the transmitted signal arrives at theintended
receiver with a certain power level, e.g., thelowest receiving threshold.

By employing frequency division, our protocol design can achieve significant reduction in MAI and con-
sequently less channel contention. Reduction in MAI makes it possible to employ shorter PN sequence and
lower processing gain, which results in smaller spread signal bandwidth. Smaller signal bandwidth means
more frequency channels are available if the system bandwidth is fixed, or smaller system bandwidth is re-
quired if the number of channels is fixed. Reduction in MAI also makes it possible to forego control packet
(RTS/CTS/ACK) exchange which leads to lower protocol overhead, higher network throughput, lower packet
latency and less energy consumption. Frequency division also decreases the energy consumption due to
reduction of overhearing.

4.2 Broadcasting Traffic

One of the problems of using frequency division is how to deal with broadcasting traffic. Considering Figure 2
(c), nodeA and its neighbors are operating on different receiving frequencies, which means the usual method
of broadcasting over a common frequency channel cannot be used.

Broadcasting forms an important part of routing protocols and service discovery in sensor networks. For
example, indirected diffusion[17], a node uses flooding to diffuse aninterest into the network. Flooding
and broadcast are always costly and may cause serious redundant re-broadcasts, media contention and packet
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collisions. In this paper, we propose three different schemes to achieve broadcast at MAC layer with our
proposed protocol. In two of these proposals, we require two transceivers in a sensor. Note that multiple
transceivers design is popular in sensors. For example, both Mica Mote [59] and Pico Node [60] are equipped
with dual transceivers. Our proposed schemes are described as below:

1. In first scheme, each node employs only one transceiver and transmits a broadcast packet to its immedi-
ate neighbors with multiple unicasts. For example, in Figure 2 (c), nodeA unicasts a broadcast packet
multiple times to all its neighbors in turn.

2. In second scheme, each node employs a second transceiver. This second transceiver is dedicated to
broadcast traffic (and possible other control purposes) and synthesizes to a default frequency channel.
With this second scheme, each node uses a different transmitting PN code for broadcast. And each
node monitors the broadcast PN codes of its immediate neighbors.

3. In third scheme, each node employs a second transceiver. The transmission scheme is the same as IEEE
802.11, where each node transmits broadcast packets with the same frequency and the same PN code.
Note data spreading in this case is only for better channel performance but not for multiple access.

Detailed simulations and analysis for these three broadcast schemes are provided in section 7.3.

4.3 Idle Energy Consumption

As stated before, energy consumption is crucial to prolong the lifetime of the sensor network. To achieve
significant energy savings, a node should turn off its radio when it does not participate in data forwarding
or no event occurs. A simple way is to allow each node to sleep and wake up periodically as proposed in
SMAC [23]. With proper coordination, nodes can sleep and wake up with the same duty cycle. Guo [27]et
al. proposed a super low power radio calledwake-up radiothat can allow the normal radio to power down
during idle listening time. The wake-up radio serves as asmall earand keeps monitoring the channel signal
on a super low power. The monitoring power is around 1µW and the wake-up radio may induce 1ms delay.
Schurgerset al. [25] proposed a technique to efficiently wake up nodes from deep sleep state by separating
the data and wake up with two radios. The wake up radio operates on low power listening mode and uses a
periodic sleep-wakeup scheme similar to SMAC. The wake up radio does not assume any specific protocols
at MAC layer so it can work with different MAC protocols.

Although our design is targeting high network throughput and low packet latency, we would like to empha-
size that our design can also accommodate any one of these sleep-wakeup schemes. The combination of our
design with one of these schemes can achieve both high network throughput and low energy consumption.

5 Multiple Access Interference Modeling

In section 2, we discussed the uncontrollablility of MAI in ad hoc sensor networks. In order to show how
MAI can be reduced by employing frequency division, we derive an analytical model which shows how the
number of frequency channels can influence the mean MAI at a given node. Following assumptions are used
in this analysis:

- Sensors are uniformly randomly distributed.

- Each sensor transmits with an independent probability to a random neighbor.

- We assume a random frequency allocation pattern which represents the worst case comparing with the
systematic frequency allocation pattern described in section 6.2. Note with this random approach, two
(or more) neighbors may transmit over the same frequency channel.

We assume that the node whose mean MAI we are interested to compute is located at the origin with receiving
frequencyf0.
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5.1 System Model

We assume a sensor network withh nodes which are uniformly randomly deployed into a planeR ⊆ R2. For
convenience, we assumeR to be a square[−d/2, d/2]2, having area‖R‖ = d2, and supposed andh increase
together in such a manner thath/‖R‖ → λ where0 < λ < ∞. Let S denote a bounded Borel subset ofR.
For larged where‖R‖ À ‖S‖, and then the chance thatS contains preciselyk of the uniformly distributed
nodes is given by [56]:

P [k in S] =
(

n

k

)( ‖S‖
‖R‖

)k(
1− ‖S‖

‖R‖
)h−k

(2)

AsR increases, the binomial distribution of equation 2 is well approximated by a Poisson process:

P [k in S] =
(λ‖S‖)k

k!
e−λ‖S‖ (3)

whereλ equals the mean number of nodes per unit area ofR, or node density.

5.2 The Distribution of Interference Power

We first analyze the distribution of the interference power at the origin (where the node we are interested is
located) which is caused by a single interference node. Assume that each node has a bounded normalized (the
normalization is with respect to antenna gain, system loss, and wavelength) maximum transmission powerPT .
Let PR denote the lowest receiving threshold, then by using the propagation law, the maximum transmission
rangeRR is given byRR = n

√
PT /PR, wheren is the path loss exponent1 and normally2 < n < 6. Let PI

be carrier sense threshold, then the interference rangeRI is given byRI = n
√

PT /PI , normallyRI ≈ 2RR.

We assume that each node has perfect power control so that the power level of the desired signal at the
intended receiver equals toPR. Assume that both the node at the originO and nodej use receiving frequency
f0. Now consider an interfering nodei transmitting to a random neighbor nodej as shown in Figure 3. The
transmission power of nodei is a random variable that is dependent on the distance between nodei and node

i

O

y

x

j

I

RR

R

dij

di

Figure 3:Multiple access interference model.

j. We define this random variable asx, where

xij = PRdn
ij dij ∈ (0, RR] (4)

Notedij is also a random variable representing the inter-nodal distance. Assume that both the node at the
origin O and nodej use receiving frequencyf0. Now consider the interference power at the origin that is

1To make the moment generating function of the interference power exist, we assume thatn 6= 2.
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caused by the transmission from nodei to nodej. We define this interference power as a random variablez:

z =
xij

dn
i

=
PRdn

ij

dn
i

dij ∈ (0, RR], di ∈ (0, RI ] (5)

where random variabledi denotes the distance of nodei to the origin. We can prove (see [63]) that the density
function ofz is:

fz(z) =
{

α
2 a−αzα−1 0 ≤ z < a
α
2 aαz−α−1 a ≤ z < b

(6)

wherea = PRRn
R/Rn

I , b = PRRn
R, andα = 2/n.

5.3 Mean MAI at A Given Node

Knowing the interference density from one interference node, we can compute the total interference from
multiple nodes. LetE be a Poisson process in the plane with densityλ. The probability law forE is
determined by equation 3. We assume that the probability that a node is transmitting equals top, then the
set of transmitting nodes forms a Poisson processEt with parameterλt = λp. Further assume that there are
M frequency channels. And each node selects a frequency channel for receiving with equal probability (note
we assume a random selection scheme). The probability that a node is transmitting with a specific frequency
(e.g.,f0) equals top′ = p/M . The set of transmitting nodes with a specific frequency also forms a Poisson
processE′

t with parameterλ′t = λp/M . Now, with each sample function ofE′
t, we can associate the random

variable

Ω =
∑

zk (7)

where the summation is over all points of the sample function ofE′
t within the disk that is centered at origin

with radiusRI , we denote the disk asD(RI). To find the expected value of MAI at the origin, we work with
the moment generating function ofΩ, denote asΦΩ(s). The expected value can then be derived from the first
derivative ofΦΩ(s) ats = 0. The moment generating function ofΩ is related to Laplace transform as follows

ΦΩ(s) =
∫ ∞

0
esωfΩ(ω)dω = E[esΩ] s ≥ 0 (8)

wherefΩ(ω) is the density function ofΩ. Using conditional expectations,ΦΩ(s) may be evaluated as

ΦΩ(s) = E[esΩ] = E[E[esΩ | k in D(RI)]] =
∞∑

k=0

e−λ′tπR2
I (λ′tπR2

I)
k

k!
E[esΩ | k in D(RI)] (9)

where ‘k in D(RI)’ is the event that there arek transmitting nodes with the same frequency (f0) in disk
D(RI), and the expectation is over the random variableΩ.

Now, given that there arek transmitting nodes with a specific frequency (f0) in diskD(RI), and since the
moment generating function of the sum of a number of independent random variables is the product of the
individual moment generating function, we have

E[esΩ | k in D(RI)] =

( ∫ ∞

0
eszfz(z)dz

)k

(10)

Using equation 6, and after some simplification and substitution, we obtain

ΦΩ(s) = exp

(
λpπR2

I

M

(
αa−α

2

∫ a

0
eszzα−1dz +

αaα

2

∫ b

a
eszz−α−1dz − 1

))
(11)

We then obtain the expected value ofΩ as below

η =
dΦΩ(s)

ds


s=0

=
αaλpπR2

I

2M

(
1

α + 1
+

1− (a/b)α−1

α− 1

)
× exp

(
− λpπR2

I

2M

(
a

b

)α
)

(12)
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The above equation gives the expected value of the multiple access interference power at a given node in
relation to the number of frequency channels. As an example, Figure 4 plots the mean MAI versus the number
of frequency channels with following parameters:λ = 0.01, PR = −70dBm, RR = 25m, RI = 50m, and
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Figure 4:Mean MAI versus number of frequency channels

n = 4. We see that the mean MAI reduces sharply with the employment of a small number of frequency
channels. For example, the mean MAI withp = 1 and one frequency is−62.2 dBm, the mean MAI reduces to
−72.1 dBm with 10 frequency channels. This almost equals to 10 times reduction. Moreover, our simulation
results (presented in section 7) show that the reduction of MAI leads to higher network throughput, lower
packet latency, and less energy consumption.

6 Network Formation

In section 4.1, we described the system architecture for steady state operation. In this section, we elaborate
the network formation in which frequency and PN code are assigned to each node.

The network formation in our protocol is based on nodes dynamically discovering themselves and select-
ing suitable communication neighbors to form a connected multi-hop network topology. This enables our
protocol to be flexible and scalable to large scale networks. The network formation consists of two phases,
with topology formationfollowed bydistributed channel allocation. After the nodes have powered up after
deployment, thetopology formationbegins with the nodes discovering their neighbors and then followed by
a topology control step which limits the number of neighbors for a given node. The topology control step
is important because it limits the number of frequency channels required by our system. The topology after
topology control will be the input to the channel allocation phase. In particular, the nodes only have to know
their one and two hop neighbors in this topology for channel allocation.

6.1 Topology Formation

Instead of relying on global topology information to achieve topology formation, our distributed protocol only
requires that each node to obtain the node information of its one hop and two hop neighbors. The main idea
is to use a default common control channel to exchange information for all nodes on the network. We assume
that each node starts at similar time and can be loosely synchronized at the beginning of network deployment,
the information of neighbors within two hops away can be obtained with following several steps:

1. Each node broadcasts its node information (e.g., node id) as well as location information to its radio
range neighbors.
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2. Each node selectsk nearest neighbors base on a topology control algorithm, e.g.,K-Neigh. Each node
then set up its maximum transmission power to reach the furthermost immediate neighbor.

3. Each node broadcasts its neighbors’ information to its one hop neighbors with its maximum transmis-
sion power.

4. Each node then calculate the set ofsymmetric neighborbased on the information received from its one
hop neighbors. A symmetric neighborb of nodea means that nodea considers nodeb as a neighbor if
and only if nodeb also considers nodea as a neighbor.

Because above steps employ random transmissions, it is possible for a packet sent by a node to collide with
packets sent by some other nodes. Due to lack of acknowledgement in packet transmission, large contention
windows and/or multiple retransmissions are need for a node to achieve the delivery of a packet to its one hop
neighbors with high probability. Bloughet al. [7] proved the crude lower bound that no contention occur in
a wireless channel with the following lemma:

Lemma 1 Let t̄ be the time necessary to transmit a packet. Ford = mt̄, the probability that no contention
will occur in a wireless channel is strictly grater than exp(−3h(h− 1)/2m), whereh denotes the number of
nodes that are contending for the channel andm denotes the contention window size.

If a packet can be transmitted multiple times, the probability to achieve at least one successful delivery can
be expressed as follows:

p = 1−
(

1− exp

(
− 3h(h− 1)

2m

))n

(13)

wheren is the number of times that a packet will be transmitted. Figure 5 plots the probability for a successful
delivery with 20 and 30 contending nodes. We see that to achieve probability of successful delivery near 1,

Figure 5:The probability of a successful delivery with 20 and 30 contending nodes.

we can either increase the contention window size or number of transmissions or both. For example, assume
that there are 20 contending nodes, further assume that we usem = 10000 contention window size, Figure 5
shows that to achieve probability of a successful delivery near 1, we can set the number of transmissions to
2. With the transmission time of each packet is in the order of milliseconds, assume thatm = 10000, the
duration for each re-transmission period is about tens of seconds. Even we assume that each node transmits
a packet several times, the total time period is within several minutes. Comparing to the lifetime of a sensor
node, which is normally several months or years, the network setup time is almost negligible. Moreover,
the assumption in Lemma 1 is that each node transmits directly based on its randomly selected contention
windows without considering any other transmissions in its vicinity. If we assume that each node has carrier
sense capability, much smaller contention window size can be used in practice.
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6.2 The Distributed Channel Allocation Protocol

Figure 2 (a) illustrates the frequency channel allocation pattern during the steady state. We now describe the
distributed channel allocation algorithm to achieve the frequency allocation pattern. We assume that sensors
are asynchronous and the broadcast of each node can be successfully received by all of its one hop neighbors.
We will relax this assumption at the end of this subsection.

Assume that a sensor network hasn nodes and each node can be ordered by assigning a unique identi-
fier 1, 2, . . . , n according to any specified criterion (e.g., a unique node id, decreasing/increasing number of
neighbors, etc.). LetH1(i) be the set ofonehop neighborsj of i such thatj < i,∀i = 1, 2, . . . , n. Let
H2(i) be the set oftwo hop neighborsj of i such thatj < i,∀i = 1, 2, . . . , n. We denote PACKET(i, k) the
control packet exchanged between a node and its neighbors in the algorithm which represents that channel
k has beendefinitivelyassigned to nodei. We also assume that each node maintains aChannelPoolwhich
contains all available channels that can be assigned to this node. The distributed channel allocation algorithm
is shown in Algorithm 1

Input : H1(i), H2(i), ∀i = 1, 2, . . . , n; ChannelPool: all available channels.
Output : Each node is assigned a unique channel which is different from its one hop and two hop neighbors.

counter =| H1(i) | + | H2(i) | ;
while counter> 0 do

if PACKET(j, k) is received fromj then
counter = counter - 1 ;
removek from ChannelPool;
broadcast PACKET(j, k);

else ifPACKET(j, k) is received andj ∈ H2(i) then
counter = counter - 1;
removek from ChannelPool;

else
discard PACKET(j, k)

end
end
k′ = random select a channel from ChannePool;
channel[i] = k′ ;
broadcast PACKET(i, k′);

Algorithm 1: Distributed Channel Allocation Algorithm.

During the channel assignment phase, each node monitors the common control channel andonly processes
control packets coming from its one hop neighbors. A node can not assign a channel to itself until itscounter
reaches zero. As an example, we show the channel assignment process for nodeG in Figure 2 (a). We
assume that the ordering of nodes is in alphabetical order. It is easy to obtain thatH1(G) = A,B, F and
H2(G) = C, D,E, socounter = |H1(G)|+ |H2(G)| = 6 initially. When a PACKET(j, k) arrives at node
G from a nodeh whenG’s counter is larger than zero, following scenarios may happen:

1. If h ∈ H1(G) and j = h, thus j < G, e.g., PACKET(A, f5) from nodeA, nodeG decreases
counterby one, removesf5 from ChannelPool, and marksA as checked2. NodeG then re-broadcasts
PACKET(A, f5) to its one hop neighbors.

2. If h ∈ H1(G) andj ∈ H2(G), and soj < G, e.g., PACKET(D, f3) from nodeA, nodeG decreases
counterby one, removesf3 from ChannelPool, and marksD as checked.

3. If j /∈ H1(G) ∪H2(G), nodeG discards PACKET(j, k).

2Further copies of PACKET(j, k) that is re-broadcasted fromG’s other one hop neighbors will be discarded.
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As soon as PACKET(j, k) has been received from allj ∈ H1(G) ∪ H2(G), counter = 0, nodeG will
self-assign a channel, sayf1, through a random selection from theChannelPool. NodeG then broadcasts
PACKET(G, f1) to its one hop neighbors. Note that even after nodeG has assigned itself a channel, it must
continue to re-broadcast PACKET(j, k) from its one hop neighborh if j = h.

We next validate the correctness of our proposed algorithm. We represent a sensor network by a graph
G(V, E) after thetopology formationphase, whereV is the set of nodes, andE is the set of links. Further
assume that the node degree ofG is ∆, and there aren nodes in the network. The correctness of our algorithm
is then given by following theorem.

Theorem 1 Algorithm 1 converges (e.g., no deadlock) with correct channel assignments. The number of
control packet needs to be sent is upper bounded byO(∆) per node andO(n∆) for the whole network.

Proof: To validate the correctness of Algorithm 1, note that:

1. Each node waits for the control packets coming from its one hop and two hop neighbors that having
smaller identifiers before it can assign a channel to itself.

2. There is at least one node having emptyH1 andH2 set, which can immediately assign itself a channel
and initiate the algorithm.

3. Each node only randomly selects its own channel fromChannelPoolwhich excluded channels that have
been assigned by its one hop and two hop neighbors with smaller identifiers.

4. Each node needs to broadcast its own control packet as well as control packets PACKET(j, k) from all
its one hop neighborsh if h = j. In the worst case, each node needs to broadcast∆ + 1 packets if we
assume that all nodes are asynchronous. Thus the number of control packet needs to be sent isO(∆)
for each node. Since there aren nodes in the network, the overall packets that need to be sent is upper
bounded byO(n∆).

Above conditions together guarantee that no deadlock can occur and the distributed algorithm converges
within a finite time.

Our NS-2 simulations (see 7.2) also demonstrate that the algorithm converges with correct channel assign-
ments. In the worst case, a node may receive|H1| + |H2| = ∆2 control packets before it can self-assign a
channel, so the run time complexity of Algorithm 1 isO(∆2).

At the beginning of this section, we assume that sensors are asynchronous and can communicate by ex-
changing control messages successfully, e.g., a broadcast packet from nodei can be successfully received by
all i’s one hop neighbors. Because the channel assignment process is sequential (e.g., each node only assigns
channel to itself after all its neighbors inH1 ∪H2 have done so) in Algorithm 1, the collision probability is
actually much lower than normal broadcast traffic. However, our simulations reveal that potential collisions
still exist.

To resolve this problem, we can employ large contention windows and/or allow each node transmit a
packet multiple times. But because the run time complexity of Algorithm 1 isO(∆2), it may take a bit longer
to achieve optimized channel allocation if the node degree is large. An alternative is to employ a random
channel allocation scheme (as we used in mathematical modeling of MAI in section 5) at the beginning of
network formation. For example, each node only selects its frequency and PN code randomly and broadcasts
this information during thetopology formationphase. Random assignment of channels does not disrupt
communications but only degrades the performance. We will see later from our simulation results that a
random assignment scheme also achieves reasonably high performance. With this random allocation scheme,
the network can become operational in a short time. After this, Algorithm 1 can be used to gradually correct
the channel assignment to improve the network performance.

6.3 Frequency Assignment and Code Assignment

In this subsection, we present the theoretical value of the number of required frequencies and PN codes. The
number of required channels in practice can be found in simulation section 7.2.
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The frequency assignment is a coloring problem in graph theory considering both one hop and two hop
neighbors. This coloring problem can be expressed as:no two nodes (vertices) receive the same color if
they are either adjacent, or have a common neighbor. In the worst case, a node can be assigned color
1 + ∆ + ∆(∆ − 1) = ∆2 + 1. So the upper bound of the number of required colors (channels)k can be
expressed as:

k = min{∆2 + 1, |V |} (14)

Thus any graph (network) can be colored withO(∆2) colors. In our protocol design, frequency assignment
can be achieved by using Algorithm 1.

There are several schemes for the PN code assignment:receiver-based, transmitter-based, or pairwise
code assignment[14][31]. Since frequency channel assignment is receiver-based, PN code assignment should
use either transmitter-based, where each neighbor of a given node should have a different code for transmit-
ting; or transmitter-receiver pair (link) based, where no two adjacent directed links have the same code. The
receiver-based code assignment can not be used because two concurrent transmissions to a same node will be
indistinguishable. The transmitter based code assignment is a slightly different coloring problem compared
to the frequency assignment. It can be expressed as follows:nodes (vertices) sharing a common neighbor
can not have the same color. The minimum number of required colors (codes)k is given by

k = min{∆(∆− 1) + 1, |V |} (15)

The pairwise scheme is an edge coloring problem in graph theory and requires a smaller number of colors
(codes) than transmitter based scheme, e.g.,

k = ∆ (16)

Both schemes can be used in our protocol.

The transmitter based code assignment can be achieved by using Algorithm 1 with following minor modi-
fications. When nodei receives a PACKET(j, k) from nodej, nodei checks if it has a common neighbor with
nodej, if no, nodei will not removek from theChannelPool. For pairwise code assignment, a much simpler
algorithm can be used. A given nodeX may select monitoring PN codes for all of its one hop neighbors and
then broadcast its selections to them. Each one hop neighbor of nodeX then uses the pre-determined PN
code byX for transmitting toX.

7 Simulations and Analysis

A simulation study has been performed using the discrete event network simulator NS-2. Our simulations
include four sections:

1. Evaluation of channel allocation protocol and number of channels required in practice.

2. Comparison of different broadcasting schemes proposed in section 4.2.

3. One hop performance comparisons.

4. Multiple hop performance comparisons.

From now onwards, we refer our protocol as CDMA sensor MAC (CSMAC). The name comes from our
earlier work in [62].

7.1 General Simulation Setup

In our simulation, frequency division is implemented at the wireless physical layer in NS-2. If a packet
is received within the allocated frequency band of the node, the packet will be passed to the upper layer
(MAC) for further processing; otherwise the packet is discarded. Directed sequence spread spectrum (DSSS)
is implemented as a PN code attribute in packet header. When a packet is received, its PN code is checked
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against the PN codes monitored by the receiver. If a match is found, the packet is passed to the next step
for further processing. If no match is found, the packet is discarded. This procedure is used to simulate the
de-spreading process.

All simulations are conducted based on the same network topology structure: where 100 nodes are uni-
formly randomly deployed in a100m × 100m square area. We adopted a simple topology control protocol
K-Neigh[7] in our simulations.

One of the most important parameter in the simulation is theMAI threshold, which is defined as the
maximum ratio between the total interference signal power and the desired signal power. We consider a
simple DS-CDMA system, where BPSK modulation and a convolution code with rate1/2 are used. Further
assume that the processing gainL = 50 and the requiredEb/N0eff is 5 dB. Ignoring the thermal noise, the
MAI thresholdis calculated using equation 1:

MAI Threshold=
∑k

i=1 Pi

P0
= 23.72 (17)

where this number represents that when the ratio between the interference signal power and the desired signal
power is larger than23.72, the packet will be destroyed due to the MAI.

We adopted a simple energy dissipation model that is used in LEACH [22]. The model is shown in
Figure 6. This model separates the electronic energy consumption and power amplifier energy consumption

d

Electronic
Transmit

Electronic
ReceiveTx Amplifier

k bit packet k bit packet

Figure 6:Radio energy dissipation model

at the transmitter side. We also assume that the transmission power can be adjusted with 1 dBm step. The
parameters used in our simulation are shown in Table I.

Table 1: Parameters used in simulations.
Processing Gain 50 Antenna Gain 1
MAI Threshold 23.72 System Loss l
Data Rate 20 Kbps Rx Threshold 1e-10 W
Data Packet Size 50 Bytes Carrier Sense Threshold 1e-11 W
CSMA Control Packet Size 10 Bytes Tx Electronic Power 10e-3 W
CSMA Contention Window Size 31 Rx Electronic Power 10e-3 W
Capture Threshold 10 dB Maximum Tx Power 5e-3 W
Radio Propagation Model Log distance path loss Tx Power Step 1 dBm
Path Loss Exponent 3 ISM Frequency Band 2.4-2.4835 GHz

7.2 Evaluation of Channel Allocation Protocol

Equation 14 gives the crude upper bound on the number of required channels for aproperchannel assignment,
which is proportional to the square of node degree. Fortunately, our simulation results reveal that the practical
number of required channels are much smaller than the theoretical value given by equation 14 when nodes
are uniformly randomly distributed.

To find out the practical value of the number of required channels for aproper channel assignment, we
generated 10000 network topologies where each network topology has 100 nodes uniformly randomly dis-
tributed in a100m× 100m square area. We evaluate the number of channels used in each network topology
after the channel allocation by using Algorithm 1 with node degree∆ = 6 and∆ = 9 in K-Neigh. The em-
pirical distribution of the simulation results are shown in Figure 7. We see that when node degree∆ = 6, the
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maximum number of channels required is only 13 compared to the theoretical value 37 given by Equation 14.
When node degree∆ = 9, the maximum number of channels required is only 18 compared to the theoretical
value 82 given by Equation 14. Simulation results also reveal that our channel allocation algorithm converges
with correct channel assignment.
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Figure 7:Distribution of number of channels required with node degree∆ = 6 and∆ = 9.

7.3 Comparison of Different Broadcasting Schemes

Three broadcast schemes have been proposed in section 4.2: 1) each node sends multiple unicast packets
to its one hop neighbors; 2) each node broadcasts with different PN codes; 3) each node broadcasts with
the same PN code. The first scheme seems to be the most inefficient approach, but interestingly, it achieves
the least energy consumption. 100 network topologies are selected (from the 10000 network topologies
generated in section 7.2) to conduct the simulations. Each network topology is selected such that when node
degree∆ = 6, the network is fully connected3. For each topology, a random node is selected as the source
node which initiates the broadcast packet. This packet is thenfloodedto the whole network. Three critical
parameters are measured in our simulations:

1. Delivery ratio: this parameter measures the ratio between the number of nodes that receive the packet
in the network and the total number of nodes in the network.

2. Delivery time: this parameter measures the time for flooding to complete.

3. Energy consumption: this parameter measures the network energy consumption after flooding.

Two broadcast types are implemented in the simulation:

1. Blind flooding: where each node blindly transmits a broadcast packet to all of its one hop neighbors.
With the first broadcasting scheme, each node unicasts the packet to all of its one hop neighbors in turn.
With the second and third broadcasting schemes, each node sets the transmission power that can reach
the furthermost one hop neighbor to transmit the packet.

2. Optimized flooding: where each node transmits a broadcast packet by using a simple optimized algo-
rithm as follows. When a node receives a packet, it finds out its one hop neighbors that arenot one hop
neighbors of the sender (assume that each node gathered the neighbor information of its one hop neigh-
bors during thetopology formationphase) and only sends the packet to these neighbors. With the first

3Note thatK-Neigh protocol does not guarantee the network connectivity. It only proved that when∆ = 9, the network is
connected with high probability (e.g., 0.95). We only select those network topologies that are fully connected when∆ = 6.
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broadcasting scheme, each node only unicasts the packet to those neighbors that are not one hop neigh-
bors of the sender. With the second and third broadcasting schemes, each node sets its transmission
power to reach the furthermost one hop neighbor that is not one hop neighbor of the sender.

Figure 8 plots our simulation results and Table II lists the average values. The notation used in the legend of
figures and table are as follows: MUCAST (Multiple unicast) denotes the first broadcasting scheme, CDMA
denotes the second, and CSMA denotes the third. We also use these notations in our following discussions.
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(e)  Blind flooding energy consumption comparison
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(f)  Optimized flooding energy consumption somparison

Network topology #

E
ne

rg
y 

co
ns

um
pt

io
n 

(m
J)

MUCAST ∆=6
MUCAST ∆=9
CDMA ∆=6
CDMA ∆=9
CSMA ∆=6
CSMA ∆=9

Figure 8: Comparisons of different broadcasting schemes.

From Figure 8 (a) (b) and Table II, we can see that both MUCAST and CDMA achieve 100% delivery
ratio with node degrees∆ = 6 and∆ = 9, either blind flooding or optimized flooding. For CSMA with blind
flooding, node degree∆ = 9 achieves better average delivery ratio (98.97%) than∆ = 6 (92.66%). Similar
trend is exhibited in the optimized flooding. This is because when the node degree∆ = 9, the average
transmission range of each node is larger than when∆ = 6. A packet is more likely to be successfully
received by each node. We also note that CSMA with optimized flooding achieves better delivery ratio than
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Table 2: Average values for different broadcasting schemes
Blind flooding

Parameters MUCAST CDMA CSMA
∆ = 6 ∆ = 9 ∆ = 6 ∆ = 9 ∆ = 6 ∆ = 9

Delivery ratio (%) 100 100 100 100 92.66 98.97
Delivery time (s) 3.213 2.765 2.025 1.388 14.107 11.101
Energy consumption (mJ) 583.74 888.51 824.00 1103.96 862.97 1340.73

Optimized flooding
Parameters MUCAST CDMA CSMA

∆ = 6 ∆ = 9 ∆ = 6 ∆ = 9 ∆ = 6 ∆ = 9
Delivery ratio (%) 100 100 100 100 97.07 99.05
Delivery time (s) 2.311 1.767 1.948 1.341 13.397 10.016
Energy consumption (mJ) 245.75 369.81 646.30 925.69 684.68 1093.59

blind flooding. The reason is that with optimized flooding, each node may reduce its maximum transmission
power which leads to the reduction of interference to others. The consequence is that the probability for a
successful receiving at each node is increased. Although CSMA achieves an average delivery ratio above
90%, its worst case performance can be very poor. In some simulations, the delivery ratio may be lower
than 70% with optimized flooding (Figure 8 (b)) and even lower than 20% with blind flooding (Figure 8
(a)) due to packet collisions. Note that with CDMA, packets may also be dropped due to multiple access
interference (MAI). But because of the code division approach, the probability for a successful receiving at
each node is increased significantly compared to CSMA. For example, with CSMA, a packet colliding with
other packet(s) at a receiver will be dropped unless the ratio between the intended signal and interference is
over thecapture threshold4. With CDMA, a packet colliding with other packet(s) may only be dropped if
the ratio between the total interference signal power and the intended signal power is over theMAI threshold.
With MUCAST, MAI only occurs when multiple nodes transmit to the same receiving node simultaneously.
The MAI is actually reduced significantly than in CDMA due to frequency division.

Figure 8 (c) (d) illustrate the delivery time comparison. We can see that both MUCAST and CDMA achieve
much better performance than CSMA. For example, with blind flooding and∆ = 6, MUCAST uses 77% less
mean delivery time and CDMA uses 85% less mean deliver time than CSMA (Table II). In CSMA, each node
needs to contend the media by using distributed coordination function (DCF) with contention windows and
back off its transmission if the media is busy. This approach induces large delays when many neighbor nodes
attempt to transmit simultaneously. In CDMA, a node only delays its transmission when it is at receiving
state. If a node is receiving, a transmission from the same node will drown out any received signals because
the transmission power is too high comparing to those receiving signals. In MUCAST, each node does not
delay a transmission (because of frequency division) but needs to transmit a broadcast packet multiple times
to all (blind flooding) or correspondent (optimized flooding) one hop neighbors. The overall result is that
MUCAST spends longer delivery time than CDMA. But MUCAST still achieves much better performance
than CSMA.

Interestingly, Figure 8 (e) (f) and the Table II reveal that MUCAST achieves the least energy consumption
compared to CDMA and CSMA although MUCAST seems to be the most energy inefficient scheme. For
example, MUCAST achieves 29.1% and 32.3% average energy savings compares to CDMA and CSMA
respectively with blind flooding when node degree∆ = 6. Although MUCAST requires that each node
transmits a broadcast packet multiple times, it saves the receiving energy consumption caused by multiple
overhearing. Remember that the interference range (RI , see section 5) of a transmission is much larger
than the transmission range (RR). The result is that both CDMA and CSMA consume more energy on
receiving than MUCAST. The receiving energy consumption is especially important as sensors normally
communicate with short range (e.g., tens of meters), where receiving energy may frequently exceed the
energy of transmission.

4With spread spectrum modulation, it is possible for the strongest signal to successfully capture the intended receiver, even when
many other users are transmitting. The capture threshold is set to 10 dB (default value in NS-2) in our simulation.
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7.4 One Hop Performance Comparison

This section compares the one-hop performance of the following four MAC protocols.

1. Our protocol with the optimized channel allocation protocol proposed in section 6.2.

2. Our protocol with a random channel allocation algorithm which is used in our mathematical modeling
in section 5. Both frequency and PN code are randomly selected by each node.

3. Pure CDMA approach without using frequency division.

4. A contention based MAC protocol: SMAC [23].

We denote these four protocols as CSMAC, RAND, CDMA, SMAC and use these notations in the legend
of figures and discussions in this and next subsection. The node degree used in this section is∆ = 6.
The transmission range of SMAC is fixed and is calculated5 according toRR =

√
(∆ + 1)/(πλ), where

λ = 0.01 denotes the node density. In our simulation, we do not enable the synchronization flag in SMAC
NS-2 implementation so there is no synchronization overhead. We assume that SMAC also employs spread
spectrum (as IEEE 802.11) for better channel performance. Transmitter based PN code assignment is used
for the other three protocols.

The same 100 network topologies selected in last section are used. Four parameters are measured:deliv-
ery ratio, network throughput, one hop latency, and network energy consumption. We measured the perfor-
mance based on different packet generation rate, which scales from the lowest 0.01 packet/s to the highest 30
packet/s. Note with our parameter settings in Table I, the full transmission capacity of a node is around 23.25
packet/s.

In our simulations, each node randomly selects a neighbor and transmits 100 packets to this neighbor.
CBR traffic is used but each packet’s departure time is randomized according to a uniform distribution (refer
to NS-2 manual). With this randomization, the packets generated from each node can be well approximated
as a Poisson process. Different transmission patterns are randomly generated where each node can transmit
to different neighbors. In each run, there are 10000 packets (100 nodes× 100 packet/node) transmitted in
the whole network. The start time of each node’s transmission is also randomized according to the packet
transmission interval. This is to ensure that each node can start transmitting at similar time but not exactly
the same time which may influence the performance of the contention based protocol. The idle energy
consumption is not included in this study as it only adds a constant mean value to our results and it may hide
the effect of communication energy consumption.

Figure 9 (a) shows the delivery ratio comparison with packet generation rate of 0.1 for all 100 network
topologies and Figure 9 (b) shows the average delivery ratio versus different packet generation rates. Figure 9
(c) and (d) illustrate the correspondent network throughput comparison. The delivery ratio is defined as the
ratio between the number of packets that have been successfully received and the total number of packets that
have been transmitted. The throughput is then calculated as the product of delivery ratio and correspondent
packet generation rate. We see that CSMAC achieves 100% delivery ratio with all packet generation rates
and its throughput increases linearly with the increase of packet generation rate. RAND also achieves high
delivery ratio with small degradation when the packet generation rate is over 1 packet/s. CDMA delivery
ratio drops significantly when the packet generation rate is over 1 packet/s and drops below 80% when packet
generation rate reaches the full transmission capacity (23.25 packet/s). The throughput of RAND and CDMA
also increase linearly with small degradation in higher traffic scenario, where the MAI threshold is easily
exceeded due to many concurrent transmissions. As a consequence more packets are damaged because of
MAI. SMAC performs the worst with delivery ratio drops below 90% when the packet generation rate reaches
0.1 and drops to an unacceptable level (e.g., below 30%) when the packet generation rate reaches 0.5. Its
throughput also reaches the bottleneck when the packet generation rate is over 0.1 packet/s. Because of the

5Derived fromλ = (∆ + 1)/(πR2
R), whereπR2

R represents the area which is covered by the transmission and∆ + 1 represents
the number of nodes in the transmission area.
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Figure 9:Delivery ratio and network throughput comparison.

contention based approach, many packets are dropped due to collisions and exceeding the number of retry
limit for transmitting with the increase of packet generation rate.

We define theeffective packet rateas the maximum packet generation rate that a system can achieve with
an acceptable delivery ratio. If we set the acceptable delivery ratio to 90%, we see that our proposed system
can accommodate several hundred times ofeffective packet rate(at 20-30 packet/s) than the contention based
system (at 0.1 packet/s). Because CSMAC and RAND employ multiple channels (e.g., 13 with node degree
∆ = 6, see section 7.2) but CDMA and SMAC use only one channel, in order to make a fair comparison, we
define thesystem efficiencyas follows.

System Efficiency=
Effective Packet Rate
Number of Channels

(18)

At 90% delivery ratio, thesystem efficiencyof CSMAC and RAND is around 1.54-2.31 packet/s/channel,
CDMA is around 5 packet/s/channel, and SMAC is around 0.1 packet/s/channel. It can be seen that CSMAC
and RAND achieve 15-20 times improvement over SMAC. However, for a delivery ratio of 98%, CDMAsys-
tem efficiencychanges to 1 packet/s/channel while CSMAC and RAND are still 1.54-2.31 packet/s/channel.
The relative reduction in system efficiency of CDMA in comparison with CSMAC can be explained as fol-
lows: At low packet generation rate (e.g., less than 1 packet/s), both CDMA and CSMAC achieve a delivery
ratio above 98% but CSMAC is less efficient because it uses more channels. However, at high packet gener-
ation rate, CDMA has a high MAI which causes a reduction in the delivery ratio and throughput. By using
only a small number of channels, CSMAC has a lower MAI and higher system efficiency. This shows that
only a small number of frequency channels is required to achieve high system performance.

Figure 10 (a) shows the average one-hop latency comparison with packet generation rate 0.1 for all 100
network topologies. Each average value is calculated based on all packets that have been successfully received
in each run on each network topology. Figure 10 (b) shows the average one hop latency comparison versus
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different packet generation rate. In this figure, each average value is calculated based on all 100 average one
hop latencies over the 100 network topologies with a given packet generation rate. We see that CSMAC,
RAND, CDMA achieve almost the same performance until the packet generation rate is over 1 packet/s. In
our simulation implementation, a node may delay its transmission in a given frequency if it is at receiving
state in the same frequency. Because the transmission signal power is too high comparing to the receiving
signals that it may drown out all receiving signals. The latency of these three protocols increase sharply
when the packet generation rate reaches the full transmission capacity where the queueing delay becomes
dominant. It is to be expected that SMAC performs worse than the other three protocols because each node
has to contend for the media to transmit. The graph shows that the one hop latency of SMAC increases
steadily with the increase in traffic load. On the contrary, the one hop latency of CSMAC, RAND, CDMA is
almost constant and is not influenced by the increases of traffic load. Normally they do not need to reserve
media (by using control packet such as RTS/CTS) for a transmission. A node simply transmits a packet if it
has one.
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Figure 10:One hop latency comparison.

Figure 11 (a) shows the network energy consumption comparison with the lowest packet generation rate
0.01 for all 100 network topologies and Figure 11 (b) shows the network energy consumption comparison
versus different packet generation rate. We see that SMAC consumes the largest amount of energy at the low-
est packet generation rate compare to at other packet generation rates. The energy consumption drops steadily
with the increase of traffic load. When the traffic load increases, the channel contention also increases. As a
consequence more and more packets are dropped due to exceeding the number of retry limit, which leads to
less energy are consumed in transmissions of data packets.

Figure 11 (b) reveals that CSMAC and RAND consume the lowest communication energy, with average
around 12 J. CDMA consumes average energy around 60 J. SMAC consumes average 190 J. There are several
reasons that SMAC consumes more energy than the other three protocols. First, control packet exchange con-
sumes large amount of energy. With our parameter settings in Table I, the control packet contributes 37.5%
overhead. Second, overhearing consumes energy. Actually, SMAC implements anoverhearing avoidance
scheme to turn off a node’s transceiver when it overhears an RTS or CTS that is not destined to itself. The
scheme is to avoid a node wasting energy by receiving subsequent data and acknowledgement packets. How-
ever, the problem is that the interference range of a transmission is much larger than the normal transmission
range, e.g.,RI À RR (RI ≈ 2RR, see section 5). A node may detect an RTS or CTS but can not correctly
receive it. The result is thatoverhearing avoidancescheme does not function for those nodes located between
RR andRI . Third, packet collision wastes energy. Although RTS/CTS are used, packet collision can not be
fully avoided (including collisions of RTS/CTS). Collided packet need re-transmission and consume extra
energy. Fourth, CSMA/CA back off scheme may cause additional control packet transmissions.

Figure 11 shows that CSMAC and RAND consume less than 10% communication energy as in SMAC. In
our simulation, the Tx and Rx electronic power consumption for all of the four protocols are set to the same
value. But a multiuser detection receiver may consume a bit more power than a single user detection receiver.
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Figure 11:Network communication energy consumption comparison.

What we want to show here is the comparative result. If a multiuser detection receiver does not consume 10
times power than a single user detection receiver, it is sensible to use our proposed multi-channel protocol to
achieve energy savings. In addition, our protocol achieves much better network throughput, system capacity,
and one hop latency performance.

7.5 Multiple Hop Performance Comparison

In this section, we measure the performance of our proposed protocol with a well known routing protocol
specially designed for sensor networks:directed diffusion[17]. The same 100 network topologies are used in
this section. In each run, one randomly selected node acts as the sink and multiple randomly selected nodes
act as sources. The sink node only broadcast itsinterestone time and each source node sends theattribute-
valuedata packet back to the sink periodically. In our simulation, each source sends 50 packets back to the
sink. The departure time of each packet from a source is also randomized according to a uniform distribution
to approximate a Poisson process. The average packet generation rate from each source is 0.1 packet/s. The
parameters measured in this section include:delivery ratio, multiple hop latency, andenergy consumption.

Figure 12 (a) shows the delivery ratio comparison for all of the 100 network topologies with 15 sources
and Figure 12 (b) shows the average delivery ratio versus different number of sources. The delivery ratio is
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Figure 12:Multiple hop delivery ratio comparison.

defined as the ratio between the number of packets that have been successfully delivered back to the sink and
the number of packets that have been sent from sources. We see that CSMAC achieves 100% delivery ratio
and RAND also achieves reasonably high performance with 2% degradation when the number of sources is
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over 25. CDMA delivery ratio degrades steadily with the increase in the number of sources and drops below
80% when the number of sources is over 25 in the network. The reason for this performance degradation
of CDMA is as follows. With the same packet generation rate for each source, the MAI increases with
the increase of number of sources, which in turn causes more packets to be damaged by MAI. The small
degradation of RAND is caused by similar reason because each node’s frequency and PN code is randomly
selected and there are possibilities that two (or more) neighbors select the same frequency channel or PN
code.

Figure 13 (a) shows the average multiple hop latency for all the 100 network topologies with 15 sources
and Figure 13 (b) shows the average latency comparison versus different number of sources. The average
multiple hop latency for each network topology in Figure 13 (a) is calculated with following equation

L =
∑n

i=1 λiLi∑n
i=1 λi

(19)

whereL denotes the average multiple hop latency for a given network topology,n denotes the number of
sources in the network,λi denotes the average packet generation rate for sourcei (in our case, allλi equals to
0.1 packet/s),Li is the calculated average multiple hop latency based on all the packets generated from source
i that have been successfully received by the sink. Figure 13 (b) shows the average ofL over the 100 network
topologies. It can be seen that for all three protocols, the average multiple hop latency increases with the
increase in number of sources. There are two main reasons for this behavior. First, an intermediate routing
node may receive multiple packets concurrently but needs to send them out sequentially. This introduces
some queueing delay at the transmitter. When the traffic load increases, the queueing delay also increases.
Second, a node may delay its transmission in a given frequency if it is in receiving state in the same frequency.
When the traffic load increases, the probability for a given node to be at receiving state also increases which
leads to longer delays. The second reason has more influence on CDMA but less influence on RAND and
CSMAC (because of frequency division). We see that CDMA latency increases more quickly than CSMAC
and RAND in Figure 13 (b) due to this second reason.
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Figure 13:Multiple hop latency comparison.

Figure 14 (a) shows the energy consumption for all the 100 network topologies with 15 sources and Fig-
ure 14 (b) shows the average energy consumption comparison versus different number of sources. It is
expected that the energy consumption of all three schemes increase steadily with the increasing number of
sources. Both CSMAC and RAND achieve similar performance while CDMA consumes more energy. In
general, CDMA consumes about 5 times of energy than CSMAC and RAND. The reason is that CDMA
consumes more energy on overhearing than in CSMAC and RAND.
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Figure 14:Multiple hop energy consumption comparison.

8 Related Work

DS-CDMA system and MAI related problems have been extensively studied in cellular networks which are
infrastructure based. Mobile nodes communicate with base station directly and energy consumption is not
a critical concern in either mobile nodes or base stations. However, the problem in sensor networks differs
from the cellular framework in terms of limited resources (e.g. energy, processing) of sensor nodes, less
mobility, and lack of centralized base stations. All these factors make the research problems in DS-CDMA
based sensor networks different from the traditional cellular based DS-CDMA networks.

Spread-spectrum techniques have been employed in IEEE 802.11b standard. The primary issue addressed
in IEEE 802.11b is to reduce the multi-path effects. Data spreading results in greater immunity to radio
frequency interference as compared to narrow-band signaling. Because IEEE 802.11b is a contention based
protocol, MAI is not an issue as concurrent transmissions are not allowed in the vicinity of potential interfer-
ence range.

Muqattash and Krunz [8] proposed a CDMA-based MAC protocol for wireless ad hoc networks where out-
of-band RTS/CTS are used to dynamically bound the transmission power of a node in the vicinity of a receiver.
Both RTS and CTS are enlarged to accommodate MAI related information. However, our design goal is to
remove control packets for energy savings. Deet al. [9] characterized the MAI in wireless CDMA sensor
networks and studied the tradeoff between interference and network connectivity. Their study revealed that
high network connectivity can not be achieved without significantly increased MAI with random topology.
To achieve high network connectivity and low MAI, nodes should be selectively activated such that the set
of active nodes at any time lie on the vertexes of a regular polygon (e.g., square grid, hexagon, or equilateral
triangle). However, this idea is not very practical for randomly deployed sensor networks. Guoet al. [27]
proposed a set of low power MAC design principles targeting at multi-hop wireless sensor networks. Their
system employs different CDMA PN codes but still requires control message exchange. Sousa [13]et al.
characterized the optimum transmission range to maximize the throughput for a directed-sequence spread-
spectrum multi-hop packet radio network. Their work assumes that each node has equal transmission power
and no frequency division is used, both of these assumptions are different from ours.

Different MAC protocols have been proposed for sensor networks in literature. SMACS [6] is a distributed
protocol which enables a collection of nodes to discover their neighbors and establish transmission/reception
schedules for communicating with them without the need for any local or global master nodes. Each node
maintains a TDMA frame, called super frame, in which the node schedules different time slots to communi-
cate with its known neighbors. Network formation in SMACS is not location-aware, so neighbors selected
may not be nearest. Moreover, a node must wait its turn to transmit with TDMA approach even if the channel
is idle. And this waiting time can accumulate along the multi-hop route from source to sink. Interestingly,
SMACS also employed frequency division but assumes a TDMA and narrow band system. Woo and Culler
[18] propose a CSMA-based MAC protocol, designed specifically to support the periodic and highly corre-

25



lated traffic of some sensor network applications. They propose an adaptive transmission rate control (ARC)
scheme, whose main goal is to achieve media access fairness by balancing the rates of originating and route-
through traffics. SMAC (Sensor-MAC) [23] is designed based on the IEEE 802.11 standard but improves
upon its energy efficiency. SMAC identified several major sources of energy waste includingcollision, over-
hearing, control packet overhead, and idle listening. SMAC uses IEEE 802.11 CSMA/CA approach to avoid
collision and puts a node to sleep when a neighbor node is transmitting to avoid overhearing. A scheduled
periodic sleep and listening pattern is used to decrease the idle energy consumption. The main drawback
of SMAC is high message delivery latency as SMAC is specially designed to sacrifice latency for energy
savings. TRAMA [24] assumes that time is slotted and uses a distributed election scheme based on infor-
mation about the traffic at each node to determine which node can transmit at a particular time slot. It uses
traffic-based scheduling to avoid wasting time slots when nodes do not have data to send and to switch nodes
to a low-power standby radio mode when they are not intended receivers. Information about every two hop
neighbor is used for time slot selection. The drawback of TRAMA is its high signaling overhead and high
latency due to the time-slotted structure.

Channel allocation problem for ad hoc network has been studied in literature for different purposes. Most
of the proposed algorithms and protocols are based on CDMA code assignment. Bertossi and Bonuccelli [34]
proposed a centralized as well as a distributed code (CDMA orthogonal PN codes) assignment algorithm in
multi-hop packet radio networks to eliminate the hidden terminal interference. Only two hop neighbors are
considered in their algorithm because hidden terminal problem only occurs when two nodescan nothear each
otherbuthave a common neighbor. The objective is to minimize the number of codes used in the assignment.
Ramanathan [37] proposed a unified framework for FDMA/TDMA/CDMA channel assignment in wireless
networks, called UxDMA algorithm. UxDMA identifies eleven atomic constraints (e.g., two vertices cannot
receive the same color if they are either adjacent, or have a common neighbor, etc.) underlying most current
and potential assignment problems as a combination of these constraints. Based on the global topology
information, UxDMA computes the node or edge colorings, which correspond to channel assignments to
nodes or links in frequency, time, or code domain.

9 Concluding Remarks and Future Research

In this paper, we propose a novel multi-channel (FDMA/CDMA based) media access control protocol for
wireless ad hoc sensor networks. Traditional contention based MAC protocols suffer from both low network
throughput and long packet latency. Control packet (RTS/CTS/ACK) exchange produce significant overhead
due to short data packet size in sensor networks. We propose to use frequency division to reduce multiple
access interference (MAI) in a DS-CDMA based sensor network to achieve less channel contention, lower
packet latency, higher network throughput, and less energy consumption. By employing frequency division,
the uncontrollable MAI encountered in a pure DS-CDMA system is effectively reduced and great improve-
ment in network throughput and system capacity can be achieved. We characterize analytically the expected
value of MAI at a given node in relation to the number of frequency channels and show that a limited number
of frequency channels can reduce the MAI significantly. Through discrete event simulation (using NS-2), we
provide comparisons of our proposed system to a pure DS-CDMA system and a contention based system.
Simulation results reveal that our proposed system can achieve 15-20 times of system efficiency than a con-
tention based system. When same number of packets are transmitted in the network, our system consumes
only 10% of communication energy than the contention based system.

We also propose a distributed channel allocation algorithm for the network setup phase. We prove that our
algorithm is correct and converge from both analytical analysis and simulations. Our simulation results reveal
that much less number of channels are required than theoretical values when nodes are uniformly randomly
distributed.

Future work includes performance comparison with different topology control protocols. There are enor-
mous topology control protocols proposed for ad hoc and sensor networks in literature and we only adopted a
simplestK-Neighin this paper. Further development of the mathematical model for network throughput and
system capacity based on current results is also under consideration. Our current design is based on a ho-
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mogeneous system architecture, where all sensors are assumed to have the same capability. How to improve
our design to be compatible with a heterogeneous system architecture, where sensors may have different
capabilities (e.g., high-end sensors can have more power and processing capabilities than low-end sensors),
is an interesting topic. We are also seeking hardware implementation of our proposed system for further
verifications. This is our next big challenge for future work.
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