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Abstract 
 

This report presents a framework for resource management in highly dynamic active and programmable 
networks. The goal is to allocate and manage node resources in an efficient way while ensuring effective 
utilization of network and supporting load balancing.  The framework supports co-existence of active and 
non-active nodes and proposes a novel Directory Service (DS) architecture that can be used to discover 
the suitable active nodes in the Internet and for selecting best network path (end-to-end) and reserving the 
resources along the selected path.  Intra-node and inter-node resource management are facilitated through 
the DS, while within an active node the framework implements a composite scheduling algorithm to 
schedule CPU and bandwidth resources to resolve the combined resource scheduling problems. In 
addition, a flexible active node database system has been introduced in order to resolve the challenging 
problem of determining the CPU requirement of the incoming packets. Through simulation we show the 
improved performance of our scheduling algorithm in achieving overall fairness in allocating active node 
resources.  
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1.  INTRODUCTION 
  
 Active network is a new framework where network nodes not only forward packets, but also perform 
customized computation on the packet flowing through them. The primary goal of active networks is to 
make the network a more general computation engine. It provides a programmable interface to the user 
where users dynamically inject services into the intermediate nodes.  Intermediate nodes that provide 
these services are called active nodes and the network packets that invoke the services are called active 
packets. The behaviors of active packets are controlled by the users through the programmable interface 
or via the packets they send. As the packets arrive at an active node, the node first executes the program 
associated with the packet. It then routes the packet to the next node. Active network technology 
envisions deployment of virtual execution environment within network elements, such as switches and 
routers. To use such technology safely and efficiently, individual nodes must provide mechanisms to 
enforce resource limits. This implies that each node must understand the varying resource requirements 
for specific network traffic.  
 In an Active network one of the fundamental problem is the development of efficient resource 
distribution model [3]. While there has been significant research in developing suitable active node 
architectures [11, 12, 13,15], programming models for active software, and developing efficient security 
architectures [2,16], the problem of efficient resource allocation in active nodes has not been sufficiently 
addressed.  
 In traditional network, several packet scheduling algorithms exist that aim to isolate different network 
flows from ill-behaved flows. The basis for isolation is derived through fair allocation of network 
resources among the contending flows. Network resources in traditional networks mainly refer to 
bandwidth in the core network nodes. Service discipline such as Fair Queuing (FQ) provides perfect 
fairness among contending network flows. However, traditional notion of fair queuing that specifies a 
resource allocation constraint for a single resource does not directly extend to active nodes since 
allocation of resources in active networks involves more than one resource such as, CPU, bandwidth, and 
memory. Moreover, the allocation of the three is interdependent. Thus fair allocation of one does not 
guarantee fair allocation of other. Some work has been done [5,6,7,8] on scheduling network resources 
but those allocate resource for a single resource. This does not directly extend to active networks.  It has 
been identified that CPU requirement of active packets on multiple platforms cannot be determined a 
priori and it is a major obstacle in managing CPU resource in active nodes [3, 4, 20].  
 The limited Resource management model in ANTS [12, 13, 17] network does not ensure that resource 
allocation between competing packet flows would be fair.  Another recent active networking research 
PANTS [15] provides only bandwidth sharing policies over links. Ramachandran et al [3] have proposed 
a fair scheduling scheme with a separate CPU scheduler (based on DRR) and a bandwidth scheduler 
where bandwidth scheduler periodically provides feedback to the CPU scheduler about the bandwidth 
allocations in order to adjust the CPU allocations.  In this scheme the accuracy of maintaining fairness 
depends on the frequency of the feedback. Also their work lacks the notion of inter-node communications 
and an active node's awareness of the other active nodes within the network and it does not support 
resource reservations. 

It is apparent that for large-scale deployment of active networks, researchers not only need to address 
the issues of managing multiple resources within a node but also need to provide some efficient 
mechanisms for intra-node and inter-node communications in order to exchange information regarding 
node capabilities and resource usage.  Moreover, as more and more active nodes become available, the 
users would require an efficient way to discover an active node in the Internet is capable of providing the 
desired services. 

In order to resolve the resource management issues of active networks this report presents an Active 
Networking framework for hybrid network, where a hierarchical Directory Service (DS) architecture is 
used to publish the existence of the active nodes and their capabilities.  The DS provides the services such 
as discovering an active node, determining the best end-to-end path making sure that the selected active 
node falls within the path, and reserving resources along the path.  Active Nodes within the network can 
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communicate with each other through the DS.  This framework also provides a detailed architecture for 
an individual Active Node and presents an efficient resource management model.  A new “Composite 
Bandwidth and CPU Scheduler” has been developed that can schedule both CPU and bandwidth while 
maintaining fairness for all the competing flows. The challenging problem of determining the CPU 
requirement of an active packet is resolved by introducing an Active Node Database (ANDB) within the 
node. Once an active code/program is referenced for the first time by an active packet in the node, the 
CPU requirement for the active packet is evaluated and then added in the ANDB. Therefore, the content 
of the ANDB is built “on-the-fly” and used for allocating resources for the subsequent incoming packets. 
  

 
2.  ACTIVE NODE RESOURCE MANAGEMENT ARCHITECTURE 
 
 We propose an active networking framework that can be suited to both programmable and active 
networks and it is suitable for both large intranet and Internet. The detailed Architecture of intra-node, 
inter-node, and an individual resource management are discussed in this section.  
 
2.1 Resource Management In Intranet Environment 
 
 Here, we present a scenario where the client and the destination are within same intranet. It is assumed 
that a Directory Service (DS) is a well-known server (Figure 1), which is known to all of the nodes within 
an intra-net.  An Active Node sends a request to the DS to register it as an Active Service Provider (i.e., 
Active Node) specifying its resource capabilities.  An Active Node may un-register itself at any time by 
sending a message to the DS.  Directory service sends a multicast message to all the active nodes in order 
to collect the resource utilization information whenever it is necessary.  
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Figure1 : Intranode Communication using a Directory Service
 

Whenever a client wishes to send a flow of active packets to a destination, and wishes to process the 
packets on the way in an active node, the client sends a query along with a packet carrying code (or 
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reference to a code) and data (for evaluation) to the directory service specifying its resource requirements, 
and destination address (including reservation requirements) in order to discover an Active Node that is 
suitable and available to provide the service at that time.  Also the client expects that the DS would 
provide an end-to-end path and would reserve resources on behalf of the client. On receiving a request, 
the DS analyzes its Active database in order to find out a number of active nodes currently registered 
under the DS and that can provide the resources. 
 After finding the a set of active nodes, DS multicasts a message to all the Active Nodes requesting the 
Current Snapshot of the Resource Utilization of the nodes and also sends the packet to all the nodes for 
evaluation. On receipt of such a request, the active node evaluates the packet and sends a reply to the DS.  
DS then analyzes the messages and determines the most suitable node (i.e., the node that is less busy).  
Now if the destination address is within this intranet, DS finds the best path (from client to destination) 
that includes the selected active node on the path and does the resource reservation along the path and 
then sends the path information to the client.  If multiple active nodes show the same capabilities then DS 
chooses the active node based on the shortest path. If none of the active nodes could provide the requested 
service then the DS will notify the client so.  At this point the client decides whether it should send the 
traffic to the end node hoping that an active node on the way may provide the service, if not then it will 
go to the end node. 
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2.2 Resource Management in Internet Environment 
 
 Figure 2 shows the inter-node resource management using a hierarchical directory service structure. In 
inter-node scenario a client first connects to the DS within its own intranet specifying the destination 
address and resource requirements in order to find a suitable active node on the way. The DS identifies 
that the destination address is outside its own intranet and then the DS sends a request specifying the 
destination address and the requirements to the DSs that are one level above or below its current level. 
The Directory Services communicate with each other in order to resolve the issue of node and path 
selection, and resource reservation. After the path selection and reservation is completed the path 
information is sent back to the client.   
 
2.3  Active Node Resource management   

 
 The detail of the active node resource management architecture is shown in Figure 3. The architecture 
can be applied for both intra-node and inter-node scenarios. The architecture supports code-carrying 
active packets and active packets that only carry references to certain codes or programs (assuming they 
were pre-installed on the node) and also non-active packets. The main objects in the Active Node are:  
 

Active Node Resource manager (ANRM): This is the main object in the active node.  This object 
receives packets, communicates with directory service and clients, builds and maintains the Active 
Database, manages the Composite Bandwidth and CPU Scheduler, Scheduler Queues, and the Active 
Code Evaluator Object, and maintains the Code Cache and Active Packet cache.  In short, the ANRM 
oversees and manages the entire activity within an active node. 
 
Active Node Data Base (ANDB): It contains the information of CPU Requirements for all the 
evaluated Active Code. It also contains some other information such as reservation information, 
information about any ill behaved code etc.  
 
AN Composite Bandwidth and CPU Scheduler: The composite bandwidth and CPU scheduler 
fairly allocates both CPU and bandwidth for all the competing flows as described in section 3.  
 
Scheduler Queues: These are the underlying FIFO queues used by the scheduler. Packets from the 
each individual flow are en-queued in different queues. 
 
Active Code Evaluator: This object is responsible for evaluating a newly arrived active code (i.e., 
the ANDB does not have any record for this code).   
 
CPU Handler: This object is responsible for processing an active packet.  
 
Code Cache: When a code comes to the node after evaluation this code is saved in code cache. 
 
Active Packet Cache:  This is a temporary buffer for storing and forwarding of active packets under 
special circumstances, such as the node has become extremely busy and cannot cope with the volume 
of traffic.  There is another buffer in this cache for data packets that come without the code and  the 
referenced code is not found in the code cache.  
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 An active packet contains active code that is identified by a GUID (as in the PANTS [13] and ANTS 
[10] packet formats). The active packet header contains fields that are used to specify the referenced code, 
monitor the processing status, and identify the type of service required, and so on.. We consider that in 
most cases an active packet flow would reference a limited number of different programs or code that the 
source may have already evaluated in the node prior to the flow’s commencing. It may be noted that 
considering a limited number of referenced codes within a flow maps well to most active and 
programmable networking applications (e.g., video encoding, fusion, online brokering, data filtering) that 
require executing the same specific code on many packets within a flow. However, our system also deals 
with the situation where a packet comes with reference to an unknown code. 
 Under normal operations scenario (i.e., processing and forwarding) when a packet enters an active 
node, the Active Node Resource Manager (ANRM) reads the packet header to determine the service 
requirement of the packet. For an active packet that must be evaluated, ANRM uses the Active Code 
Evaluator (ACE) to evaluate the CPU requirements of the packet against the referenced code. If the 
packet does not carry the referenced code and the code is not available in the code cache, then ANRM 
sends a request to the packet stream’s source node to send the referenced code and puts the packet in a 
waiting queue in the active packet cache.  
 It may be noted that processing of packets on an active or programmable node can also affect the size 
of packets after processing is completed. To take this packet size change into account for bandwidth 
consumption, we define and calculate an Expansion Factor that is the packet size after processing divided 
by the packet size before processing. After evaluation of the packet is done, ANRM updates the ANDB 
with the CPU requirement (against evaluated packet size) and the Expansion Factor for the referenced 
code. 
 For an active packet that must be processed in the node, the ANRM searches the ANDB for a record 
corresponding to the referenced code. If a record is found and was not recorded in the ANDB as ill-
behaved code, then it determines the CPU requirement based on the recorded information in the ANDB 
and passes the packet to the scheduler object, specifying the CPU requirement and the Expansion Factor. 
The CPU requirement of the packet may differ from the CPU requirement of the evaluated packet as 
recorded in the ANDB. Pappu et al. [7] have shown experimentally that for header processing 
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applications (e.g., IP forwarding) the processing time does not depend on the packet size, while for 
payload processing applications (e.g., compression) the processing time varies linearly with the packet 
size. ANRM takes the current packet size and the evaluated packet size as recorded in ANDB into 
account for determining the CPU requirement if the referenced code were classified as a payload 
processing application in the ANDB record. 
 If a record was not found in ANDB for the referenced code, the ANRM checks whether the referenced 
code is available (either carried by the packet or in the code cache). If it is available, ANRM uses the 
ACE object to evaluate the packet, updates the ANDB and then passes the packet to the scheduler object, 
specifying the CPU requirement and Expansion Factor. If the referenced code is not available then the 
ANRM puts the packet in a waiting queue in the active packet cache and sends a request to the source 
node to send the referenced code. Note that this request may not traverse up to the source node; it may be 
intercepted by an active node on the way and the code found in that node. When the requested referenced 
code arrives in the node, ANRM evaluates the CPU requirement and updates the ANDB, and at this point 
all packets from the waiting queue corresponding to the referenced code are handed to the scheduler 
object. The non-active packets and the active packets that do not require processing in this node are 
handed to the scheduler object specifying zero CPU processing time and 1.0 as the Expansion Factor. 
 If ANRM receives a packet from the DS for evaluation along with the query for resource capability and 
current utilization, ANRM hands the packets to ACE, updates the ANDB after the evaluation is done, 
updates the code cache, and it then responds to the DS. ANRM also reserves resources upon request from 
the DS to do so.   
 
3.  COMPOSITE BANDWIDTH AND CPU SCHEDULER 
 
 In an active node, active packets first get processed by the CPU before they are transmitted through the 
network link. It has been identified that maintaining fairness during CPU scheduling does not entail 
fairness in the bandwidth allocation [3].  In this project we have developed 2 new Composite Bandwidth 
and CPU scheduling algorithms that can allocate both the CPU and bandwidth resources proportionally, 
adaptively and fairly among all the competing flows.  The first algorithm (named CBCSDRR) is based on 
DRR (Deficit Round Robin) principle and the second one (named CBCSWFQ) is based on WFQ (Weighted 
Fair Queuing) principle.  The CBCSWFQ has the ability to allocate both CPU and Bandwidth resources 
based on reservation. ANRM is designed to use either one based on the set-up parameter of the Active 
Node.  In this report we describe only CBCSDRR.   Detail design and performance analysis of CBCSWFQ 
algorithm have presented in the technical report UNSW-CSE-TR-0306.  
 The scheduler object en-queues packets in the corresponding queues and de-queues packets using its 
fair-scheduling algorithm CBCSDRR, which guarantees fair shares of both CPU and bandwidth between all 
the competing flows. After de-queuing a packet, the scheduler hands the packet to the CPU handler to run 
the code in the CPU i.e., to process the packet. The packet is sent to its next destination after processing. 
The scheduler also continuously monitors the individual queue lengths in terms of the total CPU 
requirement for all packets in each queue. If the individual queue length becomes greater than a pre-
defined threshold (which is configurable for each flow) then the scheduler stops accepting packets from 
the corresponding flow. ANRM then puts these packets into the Active Packet Cache (which includes a 
separate FIFO queue for each flow) and they will be handed to the scheduler when the queue length gets 
smaller than another predefined threshold. The details of the algorithm are discussed below. 
 
3.1.  Definition of fairness 
 

The total resource consumption by a flow in an active node is used as the basis for measuring fairness. 
We introduce the following notations. 
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Let, 
CPUi

t(t2 – t1) = the CPU time consumed by packets in flow i within the time period (t2 – t1). 
BWit(t2 – t1) = the transmission time consumed by packets in flow i within the time period (t2 – t1). 
CPUtot

t(t2 – t1) = the total CPU time consumed by packets in all flows within the time period (t2 – t1). 
BWtot

t(t2 –t1)= total transmission time consumed by packets in all flows within the time period  
(t2 – t1). 
N = number of competing flows within the time period (t2 -  t1). 
 
 

Definition 1:  A flow is backlogged during the time interval (t2 – t1) if the queue for the flow is never 
empty during the interval. Our fairness measure specifies that for any time period of (t2 – t1) the total 
resource allocation (i.e., CPU plus bandwidth) for each individual backlogged flow is a constant: 
 

 
{CPU1

t(t2 – t1) + BW1
t(t2 – t1)} = {CPU2

t(t2 – t1) + BW2
t(t2 – t1)} ={CPUit(t2 – t1) + BWit(t2 – t1)}  

...........……  ={CPUN
t(t2 – t1) + BWN

t(t2 – t1)} = C, where 0 < C <= 2(t2 – t1)/N 
 
 
Definition 2: An active node achieves perfect fairness if total resource allocation for a time period of (t2 – 
t1) for all the backlogged flows is the same, ideally (1/N + 1/N = 2/N). We define the deviation from the 
ideal allocation for any flow i as: 
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Definition 3: We measure the error in maintaining fairness in resource allocation for any backlogged flow 
i for the time period (t2 – t1) as: 
 

Errori 
(t2 – t1) = {Devi 

(t2 – t1)  }2 

 

We measure the average error for time period as: 
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3.2  CBCSDRR – A Composite Bandwidth and CPU Scheduling algorithm based on the DRR 
principle 

 
CBCSDRR enforces fairness using the Deficit Round Robin (DRR) principle. The algorithm  uses the 
following parameters and equations: 
 

Quantum = A variable that represent a time slice that is used to serve packets from each flow queue 
(which includes both CPU processing time and network transmission time) (sec) 
DeficitCounter [i] = A state variable that represents a time slice for which the flow i queue can be 
serviced within a specific round of scheduling (sec). 
BW = Bandwidth of the transmission link in Mbps. 
PSize = Size of a specific packet within a competing flow in Bytes. 
PEF = Expansion factor corresponding to the code referenced by a packet. 
PCPUReq = CPU time requirement to process a specific packet (sec). 
CPUt[i]

UL = Upper limit of the total CPU Queue in terms of CPU processing time requirement for all 
packets in flow i. 
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CPUt[i]
LL = Lower limit of the total CPU Queue in terms of CPU processing time requirement for all 

packets in flow i. 
Pts = Time slice required for processing and transmitting a packet (sec). 
Pts

(Max) = The maximum allowable time slice that a packet can have to cover both CPU processing 
and network transmission. It is configurable, and should depend on the capability of an active node.  
 
Therefore,  Pts = (8 * PSize * PEF) / (BW * 1000000) +  PCPUReq   

 
When the scheduler receives a packet, it looks at the header of the packet to determine the flow-id for the 
packet, notes the CPU requirement and Expansion Factor, and then stores the packet in the corresponding 
flow queue. However, the scheduler continues to monitor the queue length for all individual flows in 
terms of CPU time requirement and stops accepting packets from a flow if its queue length becomes 
greater than CPUt[i]

UL. In this case the scheduler continues to refuse new packets from flow i until its 
queue length becomes smaller than CPUt[i]

LL. 
 When the scheduler starts, the Quantum is set to Pts

(Max), and the DeficitCounter for all flows is set to 
zero. The scheduler continues to serve all non-empty queues within each round of processing. When it 
starts to serve a queue within a round, the DeficitCounter is set to Quantum plus the Deficit Counter of 
the previous round. The scheduler then dequeues a packet from the head of the queue and calculates the 
Pts of the packet. It sets the Deficit Counter to (DeficitCounter – Pts ) and hands the packet to the CPU 
Handler object for execution. The packet is sent to its next destination after processing. The scheduler 
stops serving a queue once the queue is empty or the deficit counter becomes zero or negative. It may be 
noted that the DeficitCounter for a non-active flow (i.e., a flow having no packets in the queue) is reset 
to zero. 
 Also, processing and transmissions of different packets happen in parallel, i.e., after processing the 
packets enter in a FIFO queue, which is served by a separate thread for transmitting the packets. 
 
The pseudo code of  CBCSDRR  is given below. 

 
Quantum = Pts

(Max); 
For each flow(i) { DeficitCounter[i] = 0;} 
while(true) 
{ 
    for each flow(i) 
   { 
      if (the queue is not empty) 
  { 
            DeficitCounter[i] = DeficitCounter[i] + Quantum; 
       while(DeficitCounter[i] > 0 and the Queue is not empty) 
              { 

De-queue a packet; 
   Read the packet header and calculate the Pts ; 
   DeficitCounter[i] = DeficitCounter[i] - Pts ; 
   Hand the packet to CPU Handler;  

               } 
       if (the queue is empty) 
         { 
            //Don't Accumulate DeficitCounter for  
                //a non Active flow 
      DeficitCounter[i] = 0; 
          } 
     } 
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       else 
       { 
    //Don't Accumulate DeficitCounter for a non Active flow 
    DeficitCounter[i] = 0; 
      } 
   } 
} 
 
 
3.3 How parallelism is implemented in Composite Scheduler 
 
 Our composite scheduler is a two-staged scheduler. This is how parallelism is ensured – the scheduler 
de-queues a packet from an individual queue, calculates the Pts, updates the deficit counter by deducting 
the Pts and then gives the packet to the CPU Handler object. CPU Handler process the packet and then the 
packet is en-queued in a FIFO QUEUE for Bandwidth transmission which is served by a separate thread. 
i.e. while a packet is being processed in the CPU, it does not block the transmission of other packets from 
the transmission queue. Lets take an example. Say, scheduler is serving two packets from input queues. 
First packet has Pts = 10 ms (CPU  = 2 ms and Bandwidth = 8 ms), and the second packet also has Pts = 10 
ms (CPU  = 8 ms and Bandwidth = 2 ms).  The scheduler picks the first packet, and hands it to CPU 
handler. CPU handler process the packet for 2 ms and then it puts the packet in the transmission queue. 
After putting the packet in the transmission queue, scheduler picks the second packet and hands it to CPU 
handler for Processing. So after 2 ms, the scenario is: The second packet is being processed in the CPU, 
and the first packet is being transmitted through the link. 
 Since we are already considering the bandwidth transmission time and CPU time within Pts for de-
queuing the packets from the individual input queues, we are using a single FIFO queue for Bandwidth 
transmission for all the packets. I.e., after processing packets in CPU, they enter in this FIFO queue. 
Parallelism is also clearly visible in our simulation results presented in the later section. 
 
 
4. SIMULATION RESULTS 

 
 We analysed the effectiveness of the CBCSDRR algorithm in achieving overall fairness through 
simulations. We have modified the NS2 network simulator [14] to implement the described active node 
components to simulate an active node-based network. The simulation was performed on a PC having a 
1.5 GHZ Pentium 4 processor and 512 MB memory and running under the Linux operating system 
(RedHat 7.2). The experimental results achieved using CBCSDRR are compared with the results using 
DRR for scheduling CPU and bandwidth independently.  
 Note that the processing overhead and memory requirement for the proposed system (e.g., to classify 
and manage individual flows) are minimal. The state information of each individual active flow is kept in 
the memory (in arrays of integer and double variables).  

 
4.1 Default Simulation Settings 

 
We used 10 hosts to generate network for an active node, where each host generated CBR traffic 
corresponding to a flow. Host #1 generated active packets containing MPEG2 video data and referencing 
MPEG2 encoder code. The other hosts generated active packets with different  
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packet sizes and referencing different code GUIDs. MPEG2 code was implemented in C++ within the 
NS2 environment and the evaluator object used the code to evaluate the CPU requirement and expansion 
factor of MPEG2 data packet the first time one arrived at the active node.  For the other hosts, the packets 
generated from a given host carried the same GUID, and the simulated evaluator object randomly 
evaluated the CPU requirements for the code (when the first packet arrived in the active node) between 1 
and 10 milliseconds and the expansion factor was set to 1. The output link capacity was set to 5 Mbps. 
The simulation settings of the individual flows are given in Table 1. Packet generation rates for each flow 
is varied based on the CPU requirements so that the topology exhibited congestion or backlog for each 
flow at the active node for the entire simulation time of 50 seconds.  
 Each simulated active packet header contained some additional fields (or parameters) to signify the 
packet as an active packet and to facilitate the handling of the packet by the active node. In reality, the 
communication between active nodes could be done by exchanging messages, similar to the PANTS [13] 
architecture. However, for our simulation in NS2 simulator we added some parameters in the common 
header (i.e., hdr_cmn structure) of the NS2 packet. The active packet parameters are explained below: 
 

   Anbit_ (Boolean): Signifies a packet as an active packet, set by the Hosts. 
   Code_GUID (String, 16 bytes): Code Identifier, set by the source Hosts 
   ANPdone_ (Boolean): CPU Handler object sets its value to true after simulating the      
    execution of the packet (i.e. holding the packet for the specified time) 

 
The simulations were run for 50 seconds and measurements were taken at 5-second intervals. Packet 
generation rates for all the flows were adjusted such that the topology exhibited congestion or backlog for 
each flow at the active node for the entire simulation time of 50 seconds. 

 
       Flow# 1 2 3 4 5 6 7 8 9 10 

Packet size (KB)  24 3 3 3 3 3 3 3 3 3 

CPU Req. (msec) 20 10 10 8 6 4 3 2 2 1 

Expansion Factor .11 1 1 1 1 1 1 1 1 1 

Table 1: Default Simulation settings for individual flow 
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4.2 Fairness Measurement 
 

As mentioned earlier, the objective of our composite scheduling algorithm is to allocate CPU and 
bandwidth resources proportionately and fairly according to Definition 1. CPU allocation and bandwidth 
allocation were measured every 5 seconds. We found that while using CBCSDRR, the total allocation of 
resources for each flow remained more or less constant at any time. As sample results, the measurements 
at the 45th second are shown in Figure 5.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 demonstrates that CBCSDRR maintained perfect fairness by allocating more CPU to flows1–4 

and more bandwidth to flows 7–10 while keeping the total allocation almost constant (which is ≤ 45x2/10 
or 9 seconds). For instance, the total allocation for individual flows varied between 8.97 and 8.99 
seconds. The measured CPU utilization was 100% and bandwidth utilization was 99.97%. 

 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 
 Figures 6 show the resource allocation results using DRR separately for CPU scheduling and 
bandwidth scheduling. It demonstrates that maintaining fairness in CPU scheduling does not entail 
fairness in bandwidth scheduling. Though the CPU allocation between active flows remains fair, the 

Figure 6 CPU and Bandwidth Allocation at 45th sec using 
DRR
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Figure 5: Total resource allocation at 45th sec 
using CBCSDRR
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bandwidth allocation varies significantly and so does the total allocation per flow. The CPU scheduler 
dispatched more packets for the flows with lower CPU requirements (i.e., flows 6–10) compared to the 
flows with higher CPU requirements, resulting in a total bandwidth requirement of 149.48%. Since DRR 
serves only non-empty flows, the bandwidth scheduler allocated more bandwidth to flows 6–10. 
However, a significant number of packets from flows 8–10 were dropped in the DRR link queue, 
resulting in actual bandwidth utilization of 90.48% while the CPU utilization remained at 100%. 

Figure 7 Average Error 
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We also measured the error (i.e., deviation from the ideal situation) as defined in Definition 2 at 5-

second intervals for all the flows. Average errors are shown in Figure 7. The average error for each flow 
was recorded as 0.007 while using DRR. Thus, on average each flow deviates from the fair resource 
allocation constraints of 0.2 by 0.0837 or by 41.83%. When we use CBCSDRR, the average error reaches 
almost zero. Thus, using CBCSDRR the achieved results did not deviate noticeably from the expected ideal 
situation.  
 

 
4.3 Adaptivity to Highly Dynamic Traffic Patterns 

Figure 8 Average Error under highly dynamic traffic 
patterns
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 In this experiment (carried under a different simulation settings) we show that CBCSDRR is totally 
adaptive with the changing conditions of the incoming traffic pattern and with the varying resource 
requirement for each flow.  We used a scenario where all the hosts generates active packet, and each hosts 
sends the packet with 50 different Code GUIDs.  The code evaluator randomly selected the CPU 
requirements for the 500 different code within the range of 1 to 10 ms. All the hosts generated packets 
with varying packet size ranging from 1000 to 2000 bytes. Under this scenario, the average errors and 
total resource allocations of the flows are shown in figure 8.  The figures again show that under highly 
dynamic environment, CBCS maintained the fairness in allocating resources.  
 
4.4 Fairness under mixed traffic scenario 

 
We have also performed experiments under a mixed traffic scenario where the Hosts 6 and 9 generated 
non-active packets and all other nodes generated active packets. The settings of the individual flows under 
mixed traffic scenario are shown in table 2 below. 
 
Figure 9.a demonstrates that the CBCSDRR maintained perfect fairness by allocating more CPU to flow 1-
4 and more bandwidth to flow 7-10 in mixed traffic scenario while keeping the total allocation more or 
less constant. Also Figure 9.a shows that in mixed traffic scenario, the flow 6 and 9 received their fair 
total share all in bandwidth resource. Figure 9.b shows the total resource allocation results using DRR 
separately for CPU scheduling and bandwidth scheduling and demonstrates that maintaining fairness in 
CPU scheduling does not entails fairness in bandwidth scheduling. Though the CPU allocation among 
active flows remains fair, the bandwidth allocation varies significantly and so does the total allocation per 
flow.  
 
 

Table 2: Simulation settings under mixed traffic scenario 
 
We have also measured the error (i.e. deviation from the ideal operating situation) as defined in the 
definition 2 at every 5 seconds for all the flows and the average errors are shown in figure 10. It shows 
that with mixed traffic scenario the CBCSDRR records virtually zero errors. 
 

Flow Number CPU Requirement CBR Interval 
1 10 ms 5 ms 
2 9 ms 5 ms 
3 9 ms 5 ms 
4 8 ms 5 ms 
5 6 ms 2 ms 
6 0 2 ms 
7 3 ms 1 ms 
8 2 ms 1 ms 
9 0 1 ms 
10 1 ms 1 ms 
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Figure 9.a: CPU and Bandwidth Allocation for mixed traffic scenario 
scenario at 45 sec using CBCSDRR
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Figure 9.b : CPU and Bandwidth Allocation for mixed traffic scenario 
scenario at 45 sec using DRR
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Figure 10: Average Error for mixed traffic scenario both 
CBCSDRR & DRR 
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4.5 Delays and Throughput 
 
We measured delays and throughput under another different simulation settings, where all the flows 
required 97.8% of the CPU resources and 98.9% of the bandwidth resources (i.e., resource utilizations 
were just below 100%) so that the measured delays are because of scheduling and not because of queuing 
backlog. Though the measured throughput of each flow remained the same under DRR and CBCSDRR, the 
measured delays showed that CBCSDRR could provide somewhat better delay guarantees. For example, the 
delay plots for the MPEG data traffic are shown in Figures 11.a and 11.b. Using DRR the delays range 
from 0.142 to 0.316 Sec whereas using CBCSDRR  they vary from 0.142 to 0.250 Sec. 

 

 
Table 3: Throughput measurements under congestion 

 

Packets processed at active 
node 

Packets received at sink Flow # Packet  entering 
active node 

CBCSDRR DRR CBCSDRR DRR 
1 445 373 226 371 226 
2 750 614 451 611 451 
3 750 614 451 611 451 
4 938 711 565 707 565 
5 1050 841 751 838 751 
6 1332 1031 1121 1028 1121 
7 1623 1164 1495 1161 1495 
8 2355 1335 2242 1332 1227 
9 2352 1335 2243 1328 838 
10 4820 1565 4491 1556 1378 

 

Figure 11.a    Delay for MPEG data 
traffic using DRR
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We also measured the throughput when all the flows were highly congested or backlogged, and the results 
are shown in Table 3. It shows that under highly congested scenario CBCSDRR can provide significant 
improvement on throughput and proper utilization of resources compared to using DRR separately for 
CPU and bandwidth scheduling. With DRR, a significant number of packets from flows 8–10 were 
dropped after being processed, thus wasting the consumed CPU resources. 
 
 
5. CONCLUSION 
 
Resource management is a major challenge for active networks. This work is aimed at improving network 
performance by managing resources efficiently. We have provided an efficient resource management 
architecture for intra-node and inter-node using directory service. We have resolved the issue of 
determining the CPU requirement for active packets by introducing a database at the active node. Our 
framework also enables a client to select an active node in the network, select the best end-to-end path 
that includes the active node, and reserving resources along the selected path. We have developed 
combined scheduling algorithms that could schedule both CPU and bandwidth resources adaptively and 
fairly between all the competing flows. We evaluated the performance of our combined scheduling 
algorithm CBCSDRR  for fair service between all the competing flows through simulation. The simulation 
result shows that CBCSDRR offers better fairness, throughput, and delays than the traditional DRR 
algorithm used separately for CPU and bandwidth scheduling. 
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