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Abstract

In this paper, we investigated UPT avoidance problem with multiple multimedia flows. We pro-
pose a management module, called Unintelligible Flow Management (UFM), to enhance UPTA in
networks with multiple multimedia flows. We have proposed two different management policies for
UFM, i.e. Random Select (RS) and Least Bandwidth Select (LBS). We have demonstrated incor-
poration of RS/LBS into WFQ, and evaluated the effectiveness of both RS and LBS under various
network scenarios (e.g. single/multiple congested links, homogeneous/heterogeneous video applica-
tions, etc.). Simulation results show that UFM can significantly improve TCP throughput and average
video intelligibility index, as compared with plain WFQ. On the other hand, our simulation results
also suggest that RS and LBS have similar performance with homogeneous multimedia applications.
However, with heterogeneous multimedia applications, LBS yields better performance, in terms of
total number of video flows recovered and average intelligibility index of video applications.

Keywords: TCP, multimedia over IP, MPEG-2, Internet, Fair Packet Queueing Algorithm.
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1 Introduction

The problem of Useless Packet Transmission (UPT) arises as a result of (i) rising popularity of au-
dio/video applications over the Internet, and (ii) increasing deployment of fair packet queueing/scheduling
algorithms (e.g. WFQ [11], FRED [8], CSFQ [12], etc.). Current Internet supports only “best-effort”
network service, no Quality of Service (QoS) is guaranteed. Packets may be dropped by routers at times
of congestion. Among the two transport services available on the Internet, TCP is adaptive while UDP
is non-adaptive. Most multimedia applications over the Internet are UDP-based. These applications
tend to grab all network bandwidth and force TCP applications to shut up. This problem is known as
fairness problem. Over the past few years, there has been extensive research conducted to solve the
fairness problem. Weighted Fair Queueing (WFQ) [11] and Core Stateless Fair Queue (CSFQ) [12] are
two well-known fair algorithms. Other fair algorithms include BLUE [3, 4], CHOKe [10], and RFQ
[1]. The fairness problem in the Internet is now well recognised. Many packet queueing and discarding
algorithms have been proposed in the last few years to effectively address the issue of fairness. Some
network equipment manufacturers have already implemented these algorithms in their latest products.
For example, WFQ has been implemented in Cisco 2600/3600/3700 Series [6] and Nortel Networks
Passport 5430 [9].

The issue of UPT however, is less understood. UPT is based on the fact that for packetised audio and
video, packet loss rate must be maintained under a given threshold for any meaningful communication
[2, 5, 7]. When packet loss rate exceeds this threshold, received audio and video become useless. We
formally defined the UPT problem, and proposed an avoidance algorithm called Useless Packet Trans-
mission Avoidance (UPTA) in [15]. We have discussed UPT avoidance with single congested link and
multiple congested links, in [15] and [14] respectively. Another interesting issue is UPT avoidance in
networks with multiple multimedia flows. In networks with large user base, there are usually more than
one multimedia flows sharing the same bottleneck link. In this paper, we investigate UPT avoidance with
multiple multimedia flows, and discuss issues related to management of multiple U flows.

The rest of the paper is organised as follows. In Section 2, we discuss problems arise with UPTA
in networks with multiple multimedia flows. In Section 3, we propose two different management poli-
cies for UPTA: Random Select (RS) and Least Bandwidth Select (LBS). We describe our simulation
configuration and performance metrics in Section 4, and present our simulation results in Section 5 and
Section 6. Finally, we present our conclusions and discuss open issues in Section 7.

2 Scope of the Problem

UPTA attempts to drop all packets from a multimedia flow when it is in U intervals. In situations where
multiple multimedia flows sharing the same bottleneck link are marked as U flows, all these flows will be
cut off when UPTA is enforced. An undesirable effect of this is that all multimedia flows become useless,
and the bottleneck link is under-utilised. This problem has adverse impacts on overall intelligibility of
multimedia applications, as well as the efficiency of network resources.

We use an example as shown in Figure 1 to explain this problem. The figure shows that two MPEG-2
video flows share a bottleneck link of 2 Mbps in the network. Assume MPEG-2 video stream is encoded
at a bit rate of 1.5 Mbps (CBR), and is transported in MPEG Transport Stream (TS) packets over UDP.

MPEG TS packets have a fixed packet size of 188 bytes. Taking TS header (4 bytes), UDP header (8
bytes), and IP header (20 bytes) into account, the total bandwidth required by an MPEG-2 video flow is
about 1.76 Mbps. According to our experiment conducted in [15], the maximum tolerable packet loss
rate for MPEG-2 video flows is 12% (i.e. q = 12%). Assume UPTA is implemented in Router1, in

2



Video Src2

Video Src1

Router2

2 Mbps

1.76 Mbps

1.76 Mbps

Video Dst2

Video Dst1

Router1

Figure 1: UPTA in networks with multiple U flows.

conjunction with WFQ. Obviously, both video flows in Figure 1 suffer a packet loss of over 40% (much
higher than q), as the fairshare in the network is only 1 Mbps. Therefore, all packets from the two video
flows will be dropped by UPTA, because they are all U flows (loss rate larger than 12%). This will lead
to zero utilisation of the bottleneck link.

In the example shown in Figure 1, both video applications would be wasting network bandwidth
without achieving meaningful communication if UPTA is not implemented. With UPTA implemented,
UPT is eliminated, but the bottleneck link is under-utilised. In fact, the network can support one MPEG-2
video flow (but not two). The challenge here is how to minimise UPT in the network while maximising
the number of intelligible video flows and high link utilisation. To address this problem, we propose a
functional module called Unintelligible Flow Management (UFM) for UPTA, in this chapter.

3 Unintelligible Flow Management

Unintelligible Flow Management (UFM) is proposed to manage U flows efficiently in networks with
multiple multimedia flows. It arbitrates which U flow should be converted into I flow based on bandwidth
available. Figure 2 illustrates the high-level architecture of UPTA enhanced with UFM.

In Figure 2, we assume WFQ is implemented. The three shaded blocks (Flow Classifier, Per-Flow
Queueing, and Packet Scheduler) represent functionalities already implemented by WFQ. BFD (Bot-
tleneck Fairshare Discovery) is a feedback mechanism for Centralised UPTA (C-UPTA) (described in
[14]). It is used to find out the bottleneck link (in a network) on an end-to-end basis, and enable UPTA
to drop useless packets at network edge. UFM represents another enhancement to UPTA. It is proposed
to address problems discussed in Section 2, by converting selected U flows into I flows when there are
multiple U flows present in the network.

The core of UFM framework is a management policy which attempts to convert a U flow into I flow
at a given interval. We propose two different UFM policies for this purpose: Random Select (RS) and
Least Bandwidth Select (LBS). RS is a very simple algorithm which simply selects a U flow randomly
from all U flows, if there are more than one U flow present in the network. LBS is a more intelligent
algorithm. It always selects a U flow which requires the least bandwidth to survive (to switch from U
to I). In this way, LBS can potentially recover more multimedia flows than simple RS. We discuss the
operation of RS and LBS in following sections.
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Figure 2: UPTA enhanced with UFM.

3.1 Random Select (RS)

As a result of UPTA enforcement, there may be more than one multimedia flow marked as unintelligible
(U flows). If the available bandwidth on the bottleneck link is large enough to accept at least one U
flow, UFM will be called to select some U flows and convert them into I flows. The simplest way is to
select a U flow randomly. We call such a management policy Random Select (RS). Figure 3 shows the
pseudo-code of RS.

RS attempts to convert a U flow into I flow each time a router updates fairshare. As shown in Figure 3,
RS is called at each fairshare update interval. RS randomly selects a U flow as “candidate” for conversion
into I , if there are more than one U flow at the router. It then updates fairshare for I flows. To ensure
that all I flows (accepted previously) are still intelligible even after the selected U flow is converted into
I flow, RS performs an iterative check on all I flows maintained in its state table. If the new fairshare
is less than the minimum required bandwidth of any I flow, the conversion attempt will be aborted. The
minimum required bandwidth b is computed as per Eq. (1):

b = (1 − q)λ (1)

in which λ is the arrival rate of a flow; and q is the maximum tolerable packet loss rate for the flow.

3.2 Least Bandwidth Select (LBS)

Least Bandwidth Select (LBS) is another management policy for UFM. It is more intelligent than RS in
a sense that it always selects the flow which requires the least bandwidth to survive. An advantage of
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On est timer expiration:
if (M>1)

select a U flow k randomly;
/* Convert k into I */
flow state[k].int = I;
/* Estimate fairshare for I flows */
compute fs I;

/* Loop through flow state table to see */
/* if the new fairshare will render any */
/* accepted I flow useless. */
for (i=0;i<N;i++)

if (flow state[i].int == I &&
fs I < flow state[i].b)
/* Cannot convert the flow into I */
flow state[k].int = U;
break;

Figure 3: Pseudo-code of Random Select (RS).

LBS is that it can potentially convert more U flows into I flows as compared with RS, because RS may
select a U flow which requires more bandwidth to survive.

Figure 4 shows the pseudo-code of LBS. Like RS, LBS attempts to convert a U flow into I flow if
there are multiple U flows. Unlike RS, LBS always selects the U flow which has the smallest ∆BW

value as the candidate. To accomplish this, LBS loops through the table (which contains all U flows) to
find out the flow that requires the least bandwidth to survive (we call it survival bandwidth). LBS also
performs an iterative check on I flows maintained by the router (same as RS). The conversion attempt
will be aborted if the check fails.

The survival bandwidth (of a U flow) ∆BW is defined as the bandwidth required by a U flow to switch
from U to I (from unintelligible to intelligible). That is,

∆BW = b − α (2)

Survival bandwidth ∆BW is used by LBS to determine which U flow should be switched to I . We
derive ∆BW as below. Assume, for a given U flow f :

• α: current fairshare for U flows.

• λ: packet arrival rate.

• p: current packet loss rate.

• q: maximum tolerable loss rate.

• b: minimum required bandwidth (defined in Eq. (1)).

• δ: excess loss rate of a U flow (δ = p − q).

As U flows are constrained flows, packet loss rate of a U flow can be expressed as:
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On est timer expiration:
if (M>1)

/* Select the flow with least survival bandwidth */
k = 0;
for (i=1;i<M;i++)

if (flow state[i].survbw < flow state[k].survbw)
k = i;

/* Convert flow k into I flow */
flow state[k].int = I;
/* Estimate fairshare for I flows */
compute fs I;

/* Loop through flow state table to see */
/* if the new fairshare will render any */
/* accepted I flow useless. */
for (i=0;i<N;i++)

if (flow state[i].int == I &&
fs I < flow state[i].b)
/* Cannot convert the flow into I */
flow state[k].int = U;
break;

Figure 4: Pseudo-code of Least Bandwidth Select (LBS).

p = 1 − α

λ
(3)

From Eq. (3) we obtain:

α = (1 − p)λ (4)

Substitute Eq. (1) and Eq. (4) into Eq. (2), we have:

∆BW = b − α

= (1 − q)λ − (1 − p)λ
= (p − q)λ
= δλ (5)

From Eq. (5) we can see that a U flow with smaller excess loss rate needs less bandwidth to switch to
I flow, provided all contending U flows have the same arrival rate (e.g. all flows are running the same
type of application).

4 Performance Evaluation

We have implemented the two different UFM policies (RS and LBS) using OPNET Modeler [13]. In fol-
lowing sections, we present our simulation study conducted to evaluate the performance of RS and LBS.
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We conduct extensive simulations to evaluate these two management policies under various network
conditions, as shown below:

• Single congested link: Simulates enterprise networks. There is only one congested link in the
network. Basic UPTA (B-UPTA, discussed in [15]) is implemented.

• Multiple congested links: Simulates medium to large scale networks. There are multiple con-
gested links in the network. Centralised UPTA (C-UPTA, discussed in [14]) is implemented.

• Homogeneous multimedia applications: All multimedia applications are of the same type. In
our simulation, all MPEG-2 video applications have the same data rate.

• Heterogeneous multimedia applications: Multimedia applications have different requirements
on bandwidth. In our simulation, the same MPEG-2 video is encoded at different data rates for
different video sources.

In our simulation study, we use following performance metrics:

• Number of video flows recovered: The number of video flows (which would be marked as U
flows by UPTA) converted from U flows into I flows.

• TCP throughput improvement: We compare TCP throughput achieved under RS/LBS against
that achieved under WFQ.

• Video intelligibility: We use the intelligibility index (defined in [15]) to compare the overall
intelligibility level of the received video.

5 Single Congested Link

First of all, we ran a set of simulations with single congested link. Figure 5 shows the network model
used in the simulation. In the simulated network, there is only one congested link (l1) which has a link
speed of 15 Mbps, with a delay of 1 ms. All other links are 10 Mbps (Ethernet links), with a delay of 1
µs. As shown in the figure, A TCP source (S11) shares the bottleneck l1 with ten UDP-based MPEG-2
video sources (S1–S10, shaded). WFQ is implemented in routers R1 and R2 which have a buffer capacity
of 100 packets. UPTA is implemented in R1 to avoid UPT in the network. The MPEG-2 video stream
used in the simulation is the same as that used in the previous chapters (susi 015.m2v). The TCP
source is a greedy source (it always has data to send).

5.1 Homogeneous Video Applications

In this experiment, we try to simulate homogeneous multimedia applications. That is, all multimedia ap-
plications in the network are of exactly the same characteristics (i.e. same data rate, same loss threshold,
etc.). In the simulated network, video sources S1–S10 are sending video packets to their corresponding
destinations at the same data rate. The MPEG-2 video is encoded at a bit rate of 1.5 Mbps. Taking TS
header (4 bytes), UDP header (8 bytes), and IP header (20 bytes) into account, the total data rate of each
video application is about 1.76 Mbps. As link l1 has a capacity of only 15 Mbps, obviously there is
congestion at router R1, and as a result packets will be dropped at R1.
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Figure 5: Simulation model for single congested link.

Table 1: Algorithms Implemented for Various Simulation Scenarios

Scenario WFQ UPTA UFM
RS LBS

WFQ
√ × × ×

WFQ+
√ √ × ×

WFQ++(RS)
√ √ √ ×

WFQ++(LBS)
√ √ × √

5.1.1 Number of Video Flows Recovered

We ran four simulations with a duration of 15 seconds (corresponds to the duration of the MPEG-2
video stream). Different combination of algorithms was used in each simulation scenario, as shown
in Table 1. In the first simulation, only WFQ was implemented (no UPTA and UFM). In the second
simulation, UPTA was implemented in conjunction of WFQ (but no UFM). Random Select (RS) and
Least Bandwidth Select (LBS) were implemented in the third and fourth simulations respectively.

Table 2 shows the number of video flows accepted by router R1. As shown in the figure, under WFQ,
all video flows are accepted (but they are all unintelligible flows). With UPTA, no video flow is accepted.
This can be explained as following. Because there are 11 contending flows in the network (10 video and
1 TCP), the fairshare of the bottleneck link (l1) is about 1.36 Mbps. Video flows suffer a loss rate of more
than 22%, much greater than the loss threshold of 12%. Therefore, all video flows are marked as U flows
as per UPTA algorithm. As a result, all video packets (from all video sources) are dropped completely by
R1. When UFM policy RS/LBS is implemented, 8 video flows are accepted. The remaining two video
flows are marked as U flows. In other words, RS/LBS recovers 8 video flows which would have been cut
off by UPTA without UFM. Another observation we can make from Table 2 is that, for homogeneous
video flows, RS and LBS have the same performance — they recover exactly the same number of video
flows. This is because homogeneous video applications have exactly the same characteristics. There is
no difference in survival bandwidth (∆BW ) for homogeneous video flows.

5.1.2 TCP Throughput Improvement

Figure 6 shows both TCP throughput and utilisation of the bottleneck link measured in the four different
simulation scenarios. As shown in Figure 6(a), the TCP flow achieves the lowest throughput under WFQ
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Table 2: Number of Video Flows Accepted in Various Scenarios (single congested link; homogeneous
video).

Scenario No. of Video Flows Accepted

WFQ 10
WFQ+ 0
WFQ++(RS) 8
WFQ++(LBS) 8
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Figure 6: Comparison of TCP throughput and link utilisation (single congested link; homogeneous
video).

(about 1.36 Mbps). This is because WFQ allocates bandwidth (of the bottleneck link) equally to all 11
contending flows, with each flow receiving the fairshare of 1.36 Mbps. When UPTA is implemented
together with WFQ, all video flows are identified as U flows, because packet loss rate is as large as 22%.
All 10 video flows are cut off by UPTA, leaving all bandwidth to the TCP flow. That is, the TCP flow
can take up all bandwidth of l1 (15 Mbps). However, the TCP flow is bottlenecked by its access link (10
Mbps). Therefore, in scenario WFQ+, TCP throughput achieved by the TCP flow is 10 Mbps, as shown in
Figure 6(a). Although TCP throughput is improved greatly with UPTA implemented, it is not achieved at
no cost. As we can see in Figure 6(b), the botttleneck link (l1) is under-utilised under WFQ+ (utilisation
less than 0.7). Obviously, there is a potential to support some video flows (although not all video flows
can be accepted). This is completed by RS/LBS. As shown in Figure 6(b), utilisation of l1 is brought to
1.0 when RS/LBS is implemented (scenarios WFQ++). The TCP throughput under both WFQ++(RS)
and WFQ++(LBS) is about 1.67 Mbps, representing an increase of 25% over WFQ (Figure 6(a)). Again,
RS and LBS yield similar performance, for the same reason we mentioned before. RS and LBS recover
exactly the same number of video flows under homogeneous video, and all recovered video flows have
the same requirement on bandwidth. Consequently, the TCP flow achieves the same throughput under
RS and LBS. It should be noted, although TCP throughput under WFQ++ is not as large as that under
WFQ+, there is improvement over plain WFQ. With RS/LBS, TCP throughput is improved, and more
video flows are accepted while the bottleneck link is fully utilised.
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Table 3: Comparison of Average Intelligibility Index for Video Applications (single congested link;
homogeneous video)

Flow ID WFQ WFQ+ WFQ++(RS) WFQ++(LBS)

1 0.0 0.0 0.0 0.9467
2 0.0 0.0 0.9333 0.9387
3 0.0 0.0 0.8960 0.9333
4 0.0 0.0 0.9173 0.9253
5 0.0 0.0 0.9467 0.9200
6 0.0 0.0 0.9040 0.9120
7 0.0 0.0 0.0 0.9067
8 0.0 0.0 0.9387 0.8986
9 0.0 0.0 0.9253 0.0
10 0.0 0.0 0.9093 0.0

Average 0.0 0.0 0.7371 0.7381

5.1.3 Video Intelligibility

Now let’s have a look at improvement in intelligibility of MPEG-2 video flows. Table 3 shows the in-
telligibility index for each video flow in the four different simulation scenarios. The table shows that
all video flows have an intelligibility index of 0 when RS/LBS is not implemented (scenarios WFQ and
WFQ+). With RS/LBS in place (scenarios WFQ++), 8 of the total 10 video flows achieve good intelligi-
bility. From Table 3 we can also see that, under RS, video flows are randomly selected. Video flows 2–6
and 8–10 are converted into I flows; Flows 1 and 7 remain unintelligible (due to lack of bandwidth).
Under LBS, Flow 1–8 are selected, because all video flows have the same survival bandwidth require-
ment. Once again, RS and LBS yield essentially the same performance, with each scenario achieving an
average intelligibility index of about 0.74. This is because all video flows have the same requirement on
bandwidth (homogeneous video). As long as the number of video flows recovered is the same, bandwidth
received by each recovered video flow should be the same for both RS and LBS.

5.2 Heterogeneous Video Applications

In the previous section, all video sources are sending video of the same data rate (1.5 Mbps). In this
experiment, we also use the same video stream. However, we encoded the video stream with five different
data rates, as shown in Table 4. When WFQ is implemented, the fairshare of the bottleneck link l1 is 1.36
Mbps. We assume that the loss threshold q for all video applications remains unchanged (12%). Using
Eq. (3) and Eq. (5), we can calculate packet loss rate p and survival bandwidth ∆BW for each video flow,
as shown in Table 4. We ran a set of similar simulations as we did for homogeneous video (Section 5.1).
The results are presented in following sections.

5.2.1 Number of Video Flows Recovered

Table 5 compares the total number of video flows recovered in various simulation scenarios. For the same
reason as we explained in Section 5.1.1, all video flows are accepted under WFQ, and no video flow is
accepted under WFQ+. However, 3 and 5 video flows are recovered, for WFQ++(RS) and WFQ++(LBS)
respectively. Obviously, LBS outperforms RS in terms of number of recovered video flows. To see why
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Table 4: Characteristics of Heterogeneous Video

Flow ID Data Rate Req. BW Min Req. BW Loss Rate Survival BW
(Mbps) (Mbps) b (Mbps) (%) ∆BW (Mbps)

1,2 1.5 1.76 1.55 22.5 0.19
3,4 2.0 2.35 2.07 42.0 0.70
5,6 2.5 2.93 2.58 53.5 1.21
7,8 3.0 3.52 3.10 61.3 1.73
9,10 3.5 4.11 3.62 66.8 2.25

Table 5: Number of Video Flows Accepted in Various Scenarios (single congested Link; heterogeneous
video)

Scenario No. of Video Flows Accepted

WFQ 10
WFQ+ 0
WFQ++(RS) 3
WFQ++(LBS) 5

LBS could recover more video flows than RS, we analysed the simulation log. Based on the simulation
log, we list the time (at which a video flow is recovered), the video flow ID, and fairshare for I flows (α′)
in Table 6.

As shown in Table 6, RS/LBS attempts to recover a video flow at an interval of 0.1 second (interval
for fairshare update). Let’s first have a close look at the operation of RS. At time 0.1 second, Flow 9
(3.5 Mbps video) is randomly selected by RS. I flow fairshare α′ is then updated. The new α′ becomes
10.89 Mbps which is large enough for the accepted video flow (Flow 9). Thus, Flow 9 is converted
into I flow. Similarly, RS picks up Flow 5 (2.5 Mbps video) at time 0.2 second, and it selects Flow 7
(3.0 Mbps video) at time 0.3 second. α′ is updated accordingly, as shown in the table. At time 0.4
second, RS tries unsuccessfully to recover Flow 2. In Table 6, we bracket Flow 2 to emphasise the fact
that Flow 2 cannot be recovered although it is selected. This is because α′ would drop to 3.44 Mbps if
Flow 2 were accepted. This will render Flow 9 (which has already been accepted) useless, as Flow 9 has
a minimum bandwidth requirement of 3.62 Mbps (see Table 4). For the same reason, Flows 10, 6, 3 are
not accepted although they are all selected as “candidates”. In contrast, LBS always selects the flow with
least survival bandwidth. Therefore, it can recover more video flows than RS. This can be easily seen in
Table 6. Therefore, LBS outperforms RS.

5.2.2 TCP Throughput Improvement

Figure 7 shows TCP throughput and link utilisation for various simulation scenarios. For WFQ and
WFQ+, the results are exactly the same as that achieved with homogeneous video, as all video flows
become U flows. Under WFQ, the TCP flow receives a throughput of 1.36 Mbps. Under WFQ+, useless
packet transmission is eliminated (all video flows are cut off). The saved bandwidth is made available to
the TCP flow. The TCP flow receives a throughput of 10 Mbps. However, the bottleneck is under-utilised
(utilisation less than 0.7, see Figure 7(b)), because the TCP flow is bottlenecked by its access link. With
RS and LBS, the bottleneck link is fully utilised (utilisation equal to 1.0). The TCP throughput is about
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Table 6: Timeline of Video Flow Recovery (single Congested link)

Simulation RS LBS
Time Recovered Video Fairshare for Recovered Video Fairshare for
(sec.) Flow ID I Flows (α′) Flow ID I Flows (α′)

(Mbps) (Mbps)

0.1 9 10.89 1 13.24
0.2 9,5 7.96 1,2 11.48
0.3 9,5,7 4.44 1,2,3 9.13
0.4 9,5,7,(2) 3.44 1,2,3,4 6.78
0.5 9,5,7,(10) 3.02 1,2,3,4,5 3.85
0.6 9,5,7,(6) 3.02 1,2,3,4,5,(6) 2.30
0.7 9,5,7,(3) 3.24 1,2,3,4,5,(6) 2.30

...
...

...
...

...
15.0 9,5,7 4.44 1,2,3,4,5 3.85

4.4 and 3.9 Mbps respectively for RS and LBS, representing an increase of 224% and 187% respectively
over WFQ (see Figure 7(a)). The TCP throughput under RS is slightly larger than that under LBS,
because fewer video flows are recovered by RS and thus more bandwidth are made available to the TCP
flow under RS.

5.2.3 Video Intelligibility

Intelligibility analysis results for the ten video flows are shown in Table 7. The table shows that no
video flow is intelligible under WFQ and WFQ+, and some video flows are recovered when RS/LBS is
implemented. RS recovers 3 video flows, with an average intelligibility index of 0.2939. Whereas LBS
recovers 5 video flows, with an average intelligibility index of 0.4893. Needless to say, LBS outperforms
RS in terms of video intelligibility. As we can see in Table 7, the recovered video flows have identical
intelligibility indices for RS and LBS. However, LBS recovers more video flows than RS does. This
explains why the average intelligibility index under LBS is higher than that under RS.

6 Multiple Congested Links

Finally, we ran a set of simulations with multiple congested links. Figure 8 shows the network model
used in the simulation. There are two groups of traffic in the network. Traffic Group 1 (TG1) consists of 9
video sources (S1–S9) and one TCP source (S10). Traffic Group 2 (TG2) also has 9 video sources (S11–
S19) and one TCP source (S20). Each traffic group uses different ingress/egress routers. For example,
for TG1, router R1 is ingress router, and router R4 is egress router. For TG2, router R5 is ingress router,
and router R6 is egress router. Routers R2 and R3 are core routers. All network links in the figure have
a link speed of 20 Mbps; all access links have a link speed of 10 Mbps. S10 and S20 are two greedy TCP
sources. Centralised UPTA (C-UPTA) is implemented in the network.
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Figure 7: Comparison of TCP throughput and link utilisation (single congested link; heterogeneous
video).

Table 7: Comparison of Average Intelligibility Index for Video Applications (single congested link;
heterogeneous video)

Flow ID WFQ WFQ+ WFQ++(RS) WFQ++(LBS)

1 0.0 0.0 0.0 0.9947
2 0.0 0.0 0.0 0.9867
3 0.0 0.0 0.0 0.9787
4 0.0 0.0 0.0 0.9733
5 0.0 0.0 0.9867 0.9627
6 0.0 0.0 0.0 0.0
7 0.0 0.0 0.9787 0.0
8 0.0 0.0 0.0 0.0
9 0.0 0.0 0.9947 0.0
10 0.0 0.0 0.0 0.0

Average 0.0 0.0 0.2960 0.4896
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Figure 8: Simulation model for multiple congested links.

6.1 Homogeneous Video Applications

In this experiment, all video sources transmit MPEG-2 video (encoded at 1.5 Mbps) to their correspond-
ing destinations. That is, all video applications are of the same type. We present our simulation results
in following sections.

6.1.1 Number of Video Flows Recovered

Table 8 shows the number of video flows accepted in each traffic group. Under WFQ, all video flows are
accepted, in both TG1 and TG2. However, all of these video flows are U flows. Because in the simulated
network, link l2 is the bottleneck link (most congested link). The global fairshare in the network is 1
Mbps for all flows. All video flows suffer a packet loss rate of about 43%. Therefore, all video flows
are transmitting useless packets. When UPTA is implemented with WFQ (WFQ+), no video flow is
accepted (because all video flows are eliminated). For WFQ++(RS) and WFQ++(LBS), five video flows
are accepted in each traffic group. In other words, RS/LBS successfully recovers five video flows. As we
can see in Table 8, RS and LBS recover exactly the same number of video flows.

6.1.2 TCP Throughput Improvement

Figure 9 compares throughputs of the two TCP sources (S10 and S20) achieved with various algorithms.
Compare Figure 9(a) and Figure 9(b), we can see that, for a given algorithm, the two TCP flows have
similar throughput. Under WFQ, both TCP sources achieve a throughput of about 1 Mbps, which equals
to the global fairshare. Under WFQ+, the two TCP flows receive a throughput of 10 Mbps, representing
an increase of 10 times over WFQ. Under WFQ++(RS) and WFQ++(LBS), the TCP throughput is about

14



Table 8: Number of Video Flows Accepted in Various Scenarios (multiple congested Link; homogeneous
video)

Scenario No. of Video Flows Accepted
TG1 TG2

WFQ 9 9
WFQ+ 0 0
WFQ++(RS) 5 5
WFQ++(LBS) 5 5

0 5 10 15
0

1

2

3

4

5

6

7

8

9

10

A
ve

ra
ge

 T
C

P
 T

hr
ou

gh
pu

t (
M

bp
s)

time (second)

WFQ
WFQ+
WFQ++(RS)
WFQ++(LBS)

(a) TCP1 (S10)

0 5 10 15
0

1

2

3

4

5

6

7

8

9

10

A
ve

ra
ge

 T
C

P
 T

hr
ou

gh
pu

t (
M

bp
s)

time (second)

WFQ
WFQ+
WFQ++(RS)
WFQ++(LBS)

(b) TCP2 (S20)

Figure 9: Comparison of TCP throughput (multiple congested links; homogeneous video).

1.67 Mbps, representing an increase of 67% over WFQ. It should be noted that the two TCP flows
receive larger throughput when RS/LBS is not implemented. This is because all video flows are cut off,
all bandwidth of the bottleneck link is taken by the two TCP flows.

6.1.3 Video Intelligibility

Table 9 shows intelligibility indices of video applications in the network. From the table we can see that
under WFQ, all video flows are unintelligible (although they are accepted). Under WFQ+, U flows are
eliminated. The intelligibility index of each video flow is of course zero. When RS/LBS is implemented,
five video flows become intelligible flows. Again, RS and LBS have essentially the same performance
with homogeneous video applications, as we can see in Table 9.

6.2 Heterogeneous Video Applications

In this experiment, we introduce MPEG-2 video with different data rates, as we did for single congested
link (Section 5.2). For simplicity, we assume there are only two different video applications in the
simulated network. In TG1, video sources S1–S6 are sending MPEG-2 video encoded at 1.5 Mbps.
Video sources S7–S9 are sending MPEG-2 video encoded at 2.5 Mbps. Similarly, in TG2, video sources
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Table 9: Comparison of Average Intelligibility Index for Video Applications (multiple congested links;
homogeneous video)

Flow ID WFQ WFQ+ WFQ++(RS) WFQ++(LBS)

1 0.0 0.0 0.9227 0.9466
2 0.0 0.0 0.0 0.9387
3 0.0 0.0 0.9387 0.9307
4 0.0 0.0 0.9307 0.9227
5 0.0 0.0 0.0 0.9147
6 0.0 0.0 0.9466 0.0
7 0.0 0.0 0.9120 0.0
8 0.0 0.0 0.0 0.0
9 0.0 0.0 0.0 0.0
11 0.0 0.0 0.0 0.9440
12 0.0 0.0 0.0 0.9360
13 0.0 0.0 0.9093 0.9280
14 0.0 0.0 0.9360 0.9200
15 0.0 0.0 0.0 0.9120
16 0.0 0.0 0.9280 0.0
17 0.0 0.0 0.0 0.0
18 0.0 0.0 0.9200 0.0
19 0.0 0.0 0.9440 0.0

Average 0.0 0.0 0.5160 0.5163
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Table 10: Number of Video Flows Accepted in Various Scenarios (multiple congested Link; heteroge-
neous video)

Scenario No. of Video Flows Accepted
TG1 TG2

WFQ 9 9
WFQ+ 0 0
WFQ++(RS) 4 3
WFQ++(LBS) 5 5

S11–S16 employ MPEG-2 1.5 Mbps video, and video sources S17–S19 employ MPEG-2 2.5 Mbps video.
Because there are multiple ingress/egress routers in the network, each ingress router is set to start sending
QoS Probe messages randomly, so as to avoid synchronisation problem. QoS Probe messages are sent
at an interval of 100 ms. Global fairshares are also updated at the same interval. Simulation results for
heterogeneous video are presented in following sections.

6.2.1 Number of Video Flows Recovered

Table 10 shows the number of video flows accepted in each traffic group. In Traffic Group 1, 9 video
flows are accepted under WFQ (but they are unintelligible flows). Under WFQ+, no video flow is ac-
cepted, as all video flows are marked as U flows when UPTA is activated. For the simulated network,
fairshare of the bottleneck link (l2) is 1 Mbps. The fairshare is much smaller than the minimum required
bandwidth for both 1.5 and 2.5 Mbps MPEG-2 video (see Table 4). Therefore, all video flows become
unintelligible flows (U flows) under WFQ. Under WFQ+, all video packets are dropped by UPTA (so no
video flow is accepted). Under WFQ++(RS), 4 video flows are recovered. Under WFQ++(LBS), 5 video
flows are recovered.

In Traffic Group 2, the number of video flows accepted under WFQ and WFQ+ is the same as TG1,
i.e. 9 and 0 for WFQ and WFQ+ respectively. For above-mentioned reason, video flows accepted by
WFQ are actually U flows. For WFQ++(RS) and WFQ++(LBS), the number of accepted video flows is
3 and 5 respectively. Table 10 suggests that LBS has a better performance than RS.

Timeline of video flow recovery is shown in Table 11. Let’s first look at the operation of RS. At time
0.115 second, router R1 (ingress router for TG1) receives the first feedback packet, RS randomly selects
Flow 3 (1.5 Mbps video) and converts it into I flow. I flow fairshare (α′) is then updated. At time 0.139
second, router R5 (ingress router for TG2) receives the first feedback packet, it randomly selects Flow 18
(2.5 Mbps video) and updates α′ to 7.66 Mbps. At time 0.215 second, R1 receives its second feedback
packet. It selects Flow 8 (2.5 Mbps video) and updates α′ to 6.19 Mbps. R5 receives its second feedback
packet at time 0.239 second. It selects Flow 12, and so on... At time 0.439, R5 tries to convert Flow 15
(1.5 Mbps video) into I flow. However, as the fairshare will drop to 2.24 Mbps, Flow 15 cannot be
converted (we enclose it with brackets to emphasise that). This is because the fairshare is smaller than
the minimum bandwidth required by 2.5 Mbps video (see Table 4). If Flow 15 were accepted, Flows 8,
9, 18 (2.5 Mbps video) would be rendered useless.

With LBS, the ingress routers (for both TG1 and TG2) always select flows with minimum survival
bandwidth (i.e., 1.5 Mbps video). In Traffic Group 1, Flows 1, 2, 3, 4, 5 are converted into I flows
respectively, each time R1 receives a feedback packet. In Traffic Group 2, Flow 11, 12, 13, 14, 15 are
converted into I flows, at time 0.139, 0.239, 0.339, 0.439, 0.539 second respectively. At time 0.615
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Table 11: Timeline of Video Flow Recovery (multiple congested links)

Simulation RS LBS
Time Flow ID α′ Flow ID α′

(sec.) TG1 TG2 (Mbps) TG1 TG2 (Mbps)

0.115 3 – 19.25 1 – 19.25
0.139 3 18 7.66 1 11 8.24
0.215 3,8 18 6.19 1,2 11 7.36
0.239 3,8 18,12 5.31 1,2 11,12 6.48
0.315 3,8,5 18,12 4.43 1,2,3 11,12 5.60
0.339 3,8,5 18,12,11 3.55 1,2,3 11,12,13 4.72
0.415 3,8,5,9 18,12,11 2.59 1,2,3,4 11,12,13 3.84
0.439 3,8,5,9 18,12,11, 2.24 1,2,3,4 11,12,13, 2.96

(15) 14
0.515 3,8,5,9, 18,12,11 2.24 1,2,3, 11,12,13, 2.08

(2) 4,5 14
0.539 3,8,5,9 18,12,11, 2.24 1,2,3, 11,12,13, 1.67

(19) 4,5 14,15
0.615 3,8,5,9, 18,12,11 2.24 1,2,3,4, 11,12,13, 1.54

(7) 5,(6) 14,15
0.639 3,8,5,9 18,12,11, 2.24 1,2,3,4, 11,12,13, 1.54

(13) 5 14,15,(16)
...

...
...

...
...

...
...

15.0 3,8,5,9 18,12,11 2.59 1,2,3,4, 11,12,13, 1.67
5 14,15

second, R1 selects Flow 6. However, Flow 6 is not converted into I flow because the fairshare would
drop to 1.54 Mbps (which is less than the minimum bandwidth required by 1.5 Mbps video). Similarly
at time 0.639 second, R5 tries unsuccessfully to convert Flow 16. Eventually, RS accepts 7 video flows
in total whereas LBS accepts 10.

6.2.2 TCP Throughput Improvement

Figure 10 compares TCP throughput achieved with various algorithms. The two TCP flows (Flows 10
and 20) receives identical throughput under a given algorithm. The TCP throughput is about 1, 10, 2.59
and 1.67 Mbps respectively under WFQ, WFQ+, WFQ++(RS) and WFQ++(LBS). As we can see in the
figure, there is significant improvement in TCP throughput when UPTA is implemented. The improve-
ment is more significant without RS/LBS, at the cost of complete shut-down of all video applications.
This is obviously against fair allocation. RS and LBS effectively recover some video flows that would
be cut off by UPTA, while achieve an increase of 159% and 67% (for RS and LBS respectively) in TCP
throughput over WFQ. TCP flows receive higher throughputs under RS than that under LBS, simply
because RS fails to recover more video flows (while it is potentially possible). This allows the TCP flows
to get more bandwidth unfairly.
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Figure 10: Comparison of TCP throughput (multiple congested links; heterogeneous video).

6.2.3 Video Intelligibility

Table 12 shows intelligibility indices for all video flows. Under WFQ and WFQ+, no intelligible
video transmission can be achieved. Under WFQ++(RS), 7 out 18 video flows are intelligible. Un-
der WFQ++(LBS), 10 out of 18 video flows are intelligible. The average intelligibility index achieved
under WFQ++(RS) and WFQ++(LBS) is about 0.36 and 0.52 respectively. The intelligibility analysis
results suggest that LBS has a better performance than RS.

7 Conclusion

In this paper, we have investigated UPT avoidance with multiple multimedia flows. We proposed a
framework called Unintelligible Flow Management (UFM) to address problems that arise with UPTA in
networks supporting multiple multimedia applications. We have presented the UFM framework using
WFQ as an example. We have proposed two different UFM policies in this paper. They are Random
Select (RS) and Least Bandwidth Select (LBS). We have incorporated RS/LBS into WFQ. By using OP-
NET Modeler and MPEG-2 video, we have conducted extensive simulation study to evaluate the perfor-
mance of RS and LBS. We have used three performance metrics: number of video flows recovered, TCP
throughput improvement and video intelligibility. We have simulated four different network scenarios:
single/multiple congested links and homogeneous/heterogeneous multimedia applications. Following
conclusions can be drawn from our simulation results: (i) it is clear that the bottleneck link may be
under-utilised without UFM (i.e. RS or LBS), and TCP sources may receive unfairly more bandwidth
than video flows. UFM can effectively maximise link utilisation (full utilisation can be achieved) by
converting selected U flows into I flows. (ii) both RS and LBS can significantly improve TCP through-
put (up to 224% in our simulated networks), as compared with plain WFQ. (iii) both RS and LBS can
effectively improve average intelligibility index of video applications. (iv) RS and LBS yield similar
performance under homogeneous video. However, LBS out-performs RS under heterogeneous video.

Our simulation results also suggest that RS and LBS have identical performance with homogeneous
multimedia applications. In such a situation, light-weighted RS may be sufficient. This will avoid
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Table 12: Comparison of Average Intelligibility Index for Video Applications (multiple congested links;
heterogeneous video)

Flow ID WFQ WFQ+ WFQ++(RS) WFQ++(LBS)

1 0.0 0.0 0.0 0.9466
2 0.0 0.0 0.0 0.9387
3 0.0 0.0 0.9466 0.9307
4 0.0 0.0 0.0 0.9227
5 0.0 0.0 0.9307 0.9147
6 0.0 0.0 0.0 0.0
7 0.0 0.0 0.0 0.0
8 0.0 0.0 0.9387 0.0
9 0.0 0.0 0.9227 0.0
11 0.0 0.0 0.9280 0.9440
12 0.0 0.0 0.9360 0.9360
13 0.0 0.0 0.0 0.9280
14 0.0 0.0 0.0 0.9200
15 0.0 0.0 0.0 0.9120
16 0.0 0.0 0.0 0.0
17 0.0 0.0 0.0 0.0
18 0.0 0.0 0.9440 0.0
19 0.0 0.0 0.0 0.0

Average 0.0 0.0 0.3637 0.5163
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the complexity of LBS. However, with heterogeneous multimedia applications, it may be justifiable to
implement LBS, as LBS out-performs RS in terms of number of video flows recovered as well as video
intelligibility.

There remains several open issues. First, we have assumed that routers have the knowledge of packet
loss rate thresholds (for intelligible communication) for all multimedia applications. This threshold
information is used by our UPTA algorithm to detect the unintelligible intervals where UPT occurs.
How applications can pass this information to the network remains an open issue. Secondly, we only
consider UPT due to excessive packet loss rate in this thesis. Other QoS parameters (e.g. delay and
delay jitter) may also contribute to UPT. The impacts of delay and delay jitter have not been investigated
in this thesis. To detect UPT due to unacceptable delay/jitter, routers are required to estimate a number
of delay components, including propagation delay, transmission delay, processing delay and queueing
delay. A challenging issue here is how to accurately determine the combined effect of delay/jitter at
each individual router. Lastly, we assume that no error control or error concealment is implemented in
our MPEG-2 video sources/destinations. If a video/audio host implements these techniques, it may be
able to tolerate larger packet loss rate. A possible enhancement to UPTA is to make UPTA aware of
the presence these video/audio repair algorithms, so UPTA can adjust its operation accordingly to secure
optimum performance.
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