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Abstract

Ongoing work attempts to model concurrent object systems using process algebra. The behaviour of an object can be described as the composition of a process representing the basic functionality of the object and separated processes controlling the concurrent behaviour of that object. However, familiar bisimulations, including the weak barbed equivalence, are too strong to capture the behavioural equivalence between object components. This paper proposes the responsive bisimulation, an even weaker bisimulation relation which considers that delaying an incoming message locally has the same effect as delaying it externally, as long as potential interference by competing receptors is avoided. With this bisimulation, an equivalence between the $\pi$-calculus expression $(\nu n)(m.n \mid k.n.P)$ and $k.m.P$ then can be achieved. The responsive bisimulation is congruence for the family of processes which model objects.

1 Introduction

With the ability to directly model dynamic reference structures, process algebra such as the $\pi$-calculus ([Milner92], [Milner99]) and its variations have been applied to modelling concurrent object systems ([Walker95], [Jones93], [Sangiorgi96], [Hüttel96], [Zhang97]). Some researchers ([Schneider97], [Zhang98A], [Zhang98B]) have also applied it in modelling compositional concurrent objects in the aspect-oriented programming style ([Akisli92], [Holmes97]) to avoid the inheritance anomaly [McHale94].

One of the important issues in these object modelling endeavours is to identify the similarity between some composed behaviours and the expected behaviour. There are many known bisimulation techniques available for various purposes. For example, the weak ground bisimulation and many others can recognise the equality between processes $(\nu n)(m.n \mid n.P)$ and $m.P$, by ignoring the internal forwarding. However, those familiar bisimulations can fail for some behaviours, such as $(\nu n)(m.n \mid k.n.P)$ and $k.m.P$, which we want to be equalised for compositional objects. The necessary of this kind equivalence can be shown by the following “real world” communication example:

In the mailroom of a business skyscraper, the property manager uses internal mail to send bills to her tenants and collect payments. Each tenant has a locked mailbox, which located either on the mailroom wall and can be opened from outside of the mailroom by the tenant, or on the door of the tenant’s suite and a postman delivers mails from mailroom to the tenant’s suite. There are a couple of techniques the manager may adopt to classify the behaviour of a tenant. Most traditional bisimulations require the manager to monitor everything around the mailroom, including when each item of mail is taken away. Therefore, whether the mailbox is at the mailroom or not will make difference. Even with the barbed equivalence (its definition will be shown in section 3), for which the manager needs only to examine which mails (both incoming and outgoing) are in the mailroom, the mailbox’s location still will make a difference for those tenants who lost their key: for some the bill remains in mailroom, while for others the bill has gone. In fact, the manager is not interested in those details at all; she only wants to
To describe the problem a little bit more formally, let us review the idea of [Zhang98A] and [Zhang98B] in modelling concurrent objects in the \(\pi\)-calculus. The behaviour of a concurrent object can be modelled as the parallel composition of two processes: a process \( F \) which represents the object's functional behaviour and can be expressed with the generic form \( F \equiv \Pi \langle n(x) \rangle . M(x) \), and a process \( C \) which represents the constraints on the object's concurrent behaviour. In effect, \( F \) on its own, represents an object with no constraints on its concurrent interactions. For example, the functionality of a buffer object can be described by the expression \( F_b \equiv \Pi n(x) . M(x) \cdot n_u(x) . M_u(x) \), where \( n(x) \cdot M(x) \) and \( n_u(x) \cdot M_u(x) \) represent the behaviour of the read and write methods respectively, each of them can have unlimited invocations executing in parallel without any concern of interfering among them. To discipline those invocations, assume a synchronisation behaviour modelled by the control process \( C_c \equiv m_1(x) . n(x) \cdot m_u(x) . n_u(x) \), where the sum operator in fact represents a mutual exclusion lock on those methods. Then the parallel composition of the two processes, \( (\forall n)(C_c | F) \), will be weakly bisimilar to \( R \equiv m_1(x) . M(x) + m_u(x) . M_u(x) \), as expected. More complicated and generic method exclusion relations, besides mutual exclusion locks, can be simply modelled and composed in exactly the same way, once the \( \kappa \)-calculus ([Zhang01A]) is used. The \( \kappa \)-calculus is an extended calculus which welds the mobility power of the \( \pi \)-calculus with the synchronisation expressiveness of the algebra of exclusion ([Noble00]).

Let the process \( O_1 \) and \( O_2 \), illustrated in Figure 1-1 represent two different versions of the internal structure of the same composed object in a state where its only method is blocked by the lock of key \( k \). The only difference between them is that \( O_1 \) has an extra "empty" control body (the postman) which does nothing but forwards whatever message received from channel \( m \) to the next control body (the locked mailbox). The body (a tenant) of these two can always give the same response (a payment) if fed with the same message (a bill). If an unlocking signal is received via channel \( k \), both \( O_1 \) and \( O_2 \) can accept incoming messages and process them immediately. If some message arrives before the unlocking, \( O_1 \) will store it in an internal buffer (the door mailbox) and delay the process until unlocked, but \( O_2 \) will leave the message in the external buffer (the mailroom) as it was, while waiting for unlocking.

For a client (the manager) who is sending the message, the behaviour of the target object can be measured only by observing how it responds. Therefore, the behaviour of \( O_1 \) and \( O_2 \) are identical in the client's eyes, since the responses they can give are the same (both from the same Body). However, this behavioural similarity cannot be captured by most of the known behavioural equivalence relations, since in some stage \( O_1 \) can perform an input action from the channel \( m \) while \( O_2 \) cannot. Even the weak barbed-equivalence, one of the weakest, is too strong for them, since \( O_1 | R \) and \( O_2 | R \) are not weakly barbed-bisimilar for some \( R \), such as \( R \equiv m(a) \).

In this paper we propose the notion of responsive bisimulation to recover this kind of equivalence. The basic idea can come up from two different viewpoints. One view is, when testing the behaviour of a process, to "localise" each test message that was sent by some client and buffered in the environment, so that it can only be accessible by the target process, but not be visible to the observer and mistaken as an output from the target process. Another view is, when determining the similarity between process evolution trees, the delay of incoming messages at the input end is tolerant. In section 3 we will show these two views are equivalent.

One of the major results of this paper is that, the responsive bisimulation is a congruence for the family of processes which model objects. This is the consequence of the fact that replication preserves the responsive bisimulation for this family of processes. The preservation is also held by parallel composition for an even larger category of processes, and held by other operations for all situations.

Another interesting result, revealed in Proposition 3-22, is that, a persistently available receptor with an internal forwarder can be ignored.
With ability to derive the equivalence of a larger collection of behaviours, the responsive bisimulation can capture the similarity of responsive behaviours of object processes, and more interestingly, the general behaviour of control processes. As one of the major significance, it permits a deep study on the properties of object composition. For example, let denote \( C \triangleright F \) for the operation composing an object component process \( F \) with a control process \( C \), a special kind of object component process, to yield a new object component process with expected behaviour. With the responsive bisimulation relation, we not only have the associative law, i.e., \( C \triangleright (C \triangleright F) \equiv (C \triangleright C) \triangleright F \), but also the identity law, i.e., there is some empty control (identity) \( E \) such that for all \( F \) composable with \( E \), the composed object \( E \triangleright F \) is equivalent to the original object \( F \), and for all control process \( C \) compatible with \( E \), the three control processes \( E \triangleright C \), \( C \triangleright E \) and \( C \) are all equivalent ([Zhang01C]).

In this paper the responsive bisimulation is presented in the polar \( \pi \)-calculus, an asynchronous \( \pi \)-calculus with polars. This allows us presenting the features essential for responsive bisimulation, without the full complexity of the \( \kappa \)-calculus. Its extension to the \( \kappa \)-calculus will be studied further in [Zhang01B].

The rest of the paper is structured as follows: section 2 briefly introduces the polar \( \pi \)-calculus and related notions; section 3 defines responsive bisimulation; section 4 gives some properties of the equivalence and other theoretical results; section 5 discusses some further issues relating the responsive bisimulation with other notions; section 6 briefly describes some applications of responsive bisimulation in modelling compositional objects with related results; and section 7 concludes the paper.

2 The polar \( \pi \)-calculus (\( \pi_p \)-calculus)

The polar \( \pi \)-calculus (\( \pi_p \)-calculus) can be considered as a subcalculus of the asynchronous \( \pi \)-calculus ([Amadio96] and [Hütte96]), with the restriction that for any input guarded term \( m(\bar{x}),P \), in \( P \) no free occurrence of a name in \( \bar{x} \) can be used as the channel name (subject) of an input action. This restriction is enforced syntactically by introducing the input and output polars of a name.

The asynchronous \( \pi \)-calculus (\( \pi_c \)-calculus) itself, as pointed out in [Amadio96], is a subcalculus of the standard \( \pi \)-calculus, with the restriction that outputs cannot be used as prefix or as a choice point. Names in the \( \pi_c \)-calculus have no polarity, and can be transmitted through communication channels for receivers to use in either input actions or output actions. The same name \( m \) can be used as the subject of either an output action \( m(\bar{u}) \) or an input action \( m(\bar{u}) \), distinguished by the presence or absence of an overbar. When an output and an input action with the same name as the subject can take place in parallel, then a communication may be committed.

Polarised names were introduced by [Odersky95a], where each name has either an input or output polarity, both can be transmitted in communication, and also both can be used as subject of any action (with a rule that a term will be inactive if the polarity is wrong, that is, when a name with input polarity is used as subject of output term, or a name with output polarity used as subject of input term). Since both polarities can be transmitted, the matching operator, for testing name identity and guaranteeing the desired commitment, has to involve a pair of names with the same identity but opposite polarities.

In our polar \( \pi \)-calculus, just as in the \( \pi_c \)-calculus, output is non-blocking and is not used as prefix. And similar to [Odersky95a], in the polar \( \pi \)-calculus a name \( m \) that can be considered as a reference to a communication channel, has two polars, the input polar \( m_i \) and the output polar \( m_o \), which can be considered as the input port from, and the output port to, respectively, the channel \( m \). The main difference from [Amadio96] and [Odersky95a] is that, in the polar \( \pi \)-calculus, only output polar of names can be transmitted through a communication channel. [Ravara97] and others have adopted a similar restriction, but in the polar \( \pi \)-calculus this restriction is enforced syntactically. As a consequence, only output polar substitution can be caused by input prefix, while that in [Odersky95a] may involve names with both polarities and in [Amadio96] will affect both input and output usage of a name.

One of the advantages in using polars to enforce this restriction rather than using the implicit restriction as that in [Ravara97] and [Merro00], we believe, is the simplicity and clearness in describing and proving some
properties of bisimulations, such as when expressing a bisimilarity between process \( P \) and \( Q \) being maintained between \( m(x), P \) and \( m(x), Q \).

The notion of polarised ports is a base for many forms of communications, including postal mail, email and telephone. It also provides a base for semantics of message passing and the object-oriented computation model. The following scenario illustrates communication over polarised ports:

A new email account was established for agent \( A \), with a mailbox \( \varepsilon_A \) for \( A \) to receive emails and an email address \( \varepsilon_A \) for \( A \) to give to other people. The first mail \( A \) found in this mailbox was a greeting message which included the system administrator’s email address \( \varepsilon_B \). Then \( A \) sent a mail to \( \varepsilon_B \) asking about agent \( B \)’s email address, and the reply was “\( \varepsilon_B \)”. Then \( A \) sent a message to \( \varepsilon_B \) saying “My email address is \( \varepsilon_A \), I have a confidential document for you”, and got a reply “Please send the document to my other email address \( \varepsilon_{B1} \)”. It is easy to see from this scenario, the input polar of a name, such as mailbox \( B \) for \( A \) and \( B_2 \), is \( A \) to receive emails and an \( B_2 \) to send emails. Then \( A \) sends a message to \( B_2 \) saying “I have a confidential document for you”, and got a reply “Please send the document to my other email address \( \varepsilon_{B1} \)”. For modelling object system, the prohibition of transmitting input polars can be also described as “the ownership of an input port (or reference) cannot be transferred”. We will see the need of this again later.

Another important treatment in the polar \( \pi \)-calculus is that the silent action \( \tau \) becomes a derived action and restricted to be internal. Section 2.2 will give detailed description and discussion about this issue (see rule \( \text{tr}_\text{INTL}, \text{Remark 2-3 and Notation 2-6} \).

2.1 The syntax of the polar \( \pi \)-calculus

Let \( \mathcal{N} \) be the set of all names, and ranged over by name expressions \( n, m, u, v \) and variables \( x, y \). Let \( \mathcal{N}_n = \{ n : n \in \mathcal{N} \} \) and \( \mathcal{N}_o = \{ n : n \in \mathcal{N} \} \) be the sets of input polars and output polars respectively. Let polar expressions \( a, b \) and variable \( \varphi \) range over the set of all polars, \( \mathcal{N}_n \cup \mathcal{N}_o \). Both \( r \) and \( \{ r_{ei} \} \), where \( I \) is an index set of arity \( n \), are abbreviations for \( r_{1}, r_{2}, \ldots, r_{n} \). The generic process terms \( P \) in the polar \( \pi \)-calculus are generated by the following grammars:

\[
P ::= m(u) | \langle v, n \rangle P | P_1 | P_2 | !B | G | A(\tilde{a}), \quad G ::= \mathbf{0} | B | \langle v, n \rangle G | G_1 \cdot G_2, \quad B ::= m(\tilde{c}) P.
\]

The set of all actions a process may take is specified by \( A ::= m(u) | \langle v, \tilde{a} \rangle m(u) | \tau \), where \( \tilde{a} \subseteq \tilde{u} \) and \( m \not\in \tilde{a} \). Here \( 0 \) is the inactive (terminated) process; \( m(u) \) is the output action which sends output polar \( \tilde{u} \) into the channel \( m \); \( \langle v, n \rangle P \) binds the set of names \( \tilde{n} \), and therefore both polars of each of those names, within the scope of \( P \); \( P_1 | P_2 \) indicates two processes run in parallel; \( A(\tilde{a}) \) is an instance of parameterised process agent; giving the process agent abstraction \( A(\tilde{a}) P \) is obeying \( (\langle \tilde{a} \rangle P)(\tilde{a}) = P(\{ \tilde{a} \}) \); \( B \) is an input-guarded process; \( !B \) is the replication and \( G \) is the exclusive choice, both have to be constructed from input-guarded processes.

Notation 2-1: As usual, we need auxiliary functions \( \text{in}, \text{in}_{n} \) and \( n \) to identify the sets of free, bound and all names, respectively, of a term or action. As a calculus with polars, we also need more specified functions to identify polars. For process term, we define:

\[
\begin{align*}
\text{in}(m(u)) & \triangleq \emptyset; \\
\text{in}(\langle v, n \rangle P) & \triangleq \{ n \} \cup \text{in}(P); \\
\text{in}(P_1 | P_2) & \triangleq \text{in}(P_1) \cup \text{in}(P_2); \\
\text{in}(G_1 \cdot G_2) & \triangleq \text{in}(G_1) \cdot \text{in}(G_2); \\
\text{in}(m(\tilde{u})) & \triangleq \emptyset; \\
\text{in}(\langle v, \tilde{a} \rangle m(\tilde{u})) & \triangleq \{ \tilde{u} \} \cup \text{in}(P); \\
\text{in}(P_1 | P_2) & \triangleq \text{in}(P_1) \cup \text{in}(P_2); \\
\text{in}(\langle v, n \rangle G) & \triangleq \{ n \} \cup \text{in}(G); \\
\text{in}(\text{in}_{n}(P_1 | P_2)) & \triangleq \text{in}_{n}(P_1) \cup \text{in}_{n}(P_2); \\
\end{align*}
\]
\[ \text{For actions, we define:} \]
\[ \begin{align*}
\text{in}(\langle \bar{u} \bar{v} \rangle m(\bar{u})) & \equiv [\bar{v}]; \\
\text{in}(m) & \equiv [m]; \\
\text{in}(\tau) & \equiv \emptyset; \\
\text{in}(\langle \bar{u} \bar{v} \rangle m(\bar{u})) & \equiv [\bar{v}]; \\
\text{in}(m(\bar{u})) & \equiv \emptyset; \\
\text{in}(\tau) & \equiv \emptyset; \\
\text{bn}(\langle \bar{u} \bar{v} \rangle m(\bar{u})) & \equiv [m] \cup [\bar{v}] \cup [\bar{u}]; \\
\text{bn}(m(\bar{u})) & \equiv [\bar{u}]; \\
\text{bn}(\tau) & \equiv \emptyset; \\
\text{bn}(\langle \bar{u} \bar{v} \rangle m(\bar{u})) & \equiv [m] \cup [\bar{v}] \cup [\bar{u}]; \\
\text{bn}(m(\bar{u})) & \equiv \emptyset; \\
\text{bn}(\tau) & \equiv \emptyset.
\end{align*} \]

\[ \text{And for both P terms and actions, we define} \]
\[ \begin{align*}
\text{fin}(t) & \equiv \text{in}(t) \cap \text{bn}(t); \\
\text{fin}(t) & \equiv \text{in}(t) \cap \text{bn}(t); \\
\text{fin}(t) & \equiv \text{fin}(t) \cap \text{bn}(t); \\
\text{bn}(t) & \equiv \text{fin}(t) \cap \text{bn}(t); \\
\text{bn}(t) & \equiv \text{fin}(t) \cap \text{bn}(t); \\
\text{bn}(t) & \equiv \text{fin}(t) \cap \text{bn}(t).
\end{align*} \]

**Notation 2–2:** The generic form of output actions \((\langle \bar{u} \bar{v} \rangle m(\bar{u}))\) may be abbreviated as \(m(\bar{u})\) when \(\bar{v} = \emptyset\), as \(m(\bar{u})\) when \(\bar{v} = \emptyset\); and as \(m\) when \(\bar{u} = \emptyset\) or \(\bar{u}\) is not of interest. The input guarded term \(m(\bar{u}).P\) may be abbreviated as \(m.P\) when \(\bar{u} = \emptyset\) or \(\bar{u}\) is not of interest. The standard abbreviation \(\prod P = P_1 \ldots P_n\) and \(\sum G_i = G_1 + G_2 + \ldots + G_i\) are also used throughout this paper.

### 2.2 The semantics of the polar π-calculus

The structural equivalences and labelled transitions are shown in Figure 2-1 and Figure 2-2.

**Remark 2–3:** Rule \(\text{tr}_\text{INTL}\) gives the meaning of the internal action \(\tau\). It can be equivalently written as: \(P \langle \bar{u} \bar{v} \rangle m(\bar{u}).P'\) and \(Q \langle \bar{u} \bar{v} \rangle m(\bar{u}).Q'\) where \(\bar{v} \cap \text{in}(Q) = \emptyset\), then \((\langle \bar{u} \bar{v} \rangle m(\bar{u}).P) \cdot \tau \cdot (\langle \bar{u} \bar{v} \rangle m(\bar{u}).P') = (\langle \bar{u} \bar{v} \rangle m(\bar{u}).Q) \cdot \tau \cdot (\langle \bar{u} \bar{v} \rangle m(\bar{u}).Q')\).

In rule \(\text{tr}_\text{INTL}\), the name restriction \((\langle \bar{u} \bar{v} \rangle m(\bar{u}))\) over communication channel is necessary for preserving internal actions in name substitution, and therefore preserving any bisimulation involving \(\tau\) action, under the input prefixing \(m(\bar{u}).P\). In a non-polarised π-calculus, if a process \(P\) is able to perform a synchronisation action, then for any input prefixing \(m(\bar{u})\) and names \(\bar{u}\), after the transition \(m(\bar{u}) P[M[\bar{u}]] P[N[\bar{u}]]\), the process \(P[M[\bar{u}]/\bar{u}]\) can always be able to perform a synchronisation action, since both polars of a name will be substituted. But this will not be true for the polar π-calculus, where the input prefixing \(m(\bar{u})\) \(P\) will cause a substitution only on the output polars, and without the name restriction the ability of \(P\) to perform an “internal” action can be altered by such a substitution, and as a consequence, the \(\sigma\)-bisimulation will not be preserved by input prefixing. The argument here is, only when a communication take places via a channel which is not visible nor interruptible from external observers, then it can be considered as a true internal action. It is only from this point of view, that the standard rule \(\text{fin}(\tau) = \text{bn}(\tau) = \emptyset\) ([Amadio96]) can make sense.

**Definition 2–4:** As usual, let \((\cdot)\)\(^*\) indicate the contents in \((\cdot)\) repeating zero or finitely many times, then the weak transitions are defined as: \(P \text{I} \text{ff} \ P'\) \(P \text{II} \text{ff} \ P'\) \(P \text{III} \text{ff} \ P'\) \(P \text{IV} \text{ff} \ P'\) where \(\alpha\not\tau\).

Reduction relation, a familiar concept in this literature, is defined in a non-standard way in the \(\pi_\text{c}\)-calculus:

**Definition 2–5:** \(P \longrightarrow P'\) \(P \rightarrow P'\) \(P \longleftarrow P'\) \(P \longleftarrow P'\) for some \(m\); \(P \rightarrow P'\) \(P \rightarrow P'\) for some \(m\).
Summation

\[\text{str-SUM1: } P_1 \mid 0 \equiv P_1; \quad G_1 + 0 \equiv G_1\]
\[\text{str-SUM2: } P_1 \mid P_2 \equiv P_2 \mid P_1; \quad G_1 + G_2 \equiv G_2 + G_1\]
\[\text{str-SUM3: } P_1 \mid (P_2 \mid P_3) \equiv (P_1 \mid P_2) \mid P_3; \quad G_1 + (G_2 + G_3) \equiv (G_1 + G_2) + G_3\]

Scope

\[\text{str-SCP1: } (v \bar{n})P \equiv P, \text{ if } \bar{n} \cap \bar{\rho}(G) = \emptyset; \quad (v \bar{n})G \equiv G, \text{ if } \bar{n} \cap \bar{\rho}(G) = \emptyset\]
\[\text{str-SCP2: } (v m) m(\bar{v}) = 0; \quad (v m) m(\bar{v}) P \equiv 0\]
\[\text{str-SCP3: } (v \bar{n})(v \bar{m}) P \equiv (v \bar{m}) (v \bar{n}) P; \quad (v \bar{m})(v \bar{n}) P \equiv (v \bar{m})(v \bar{n}) P\]
\[\text{str-SCP4: } (v \bar{n})P \equiv (v \bar{n})(P(\bar{m} \bar{n})) \text{ if } \bar{n} \cap \bar{\rho}(G) = \emptyset; \quad (v \bar{n})G_1 + G_2 \equiv (v \bar{n})(G_1 + G_2) \text{ if } \bar{n} \cap \bar{\rho}(G) = \emptyset\]
\[\text{str-REN: } (v \bar{n})P \equiv (v \bar{n})(P(\bar{m} \bar{n})); \quad \text{if } \bar{n} \cap \bar{\rho}(G) = \emptyset\]

Instance

\[\text{str-INST: } (v \bar{n})(v \bar{m}) \equiv P(\bar{m} \bar{n})\]

![Figure 2-1 Structural congruence rules for the polar π-calculus]

\[\text{tr_OUT: } \frac{P \nu}{m(\bar{u}) \mu \nu \bar{u}_\nu}, \quad \frac{P m(\bar{u}) P', m \nu}{(v \sigma) P(\nu \sigma) m(\bar{u}) P'} \quad \text{tr_IN: } \frac{m \nu}{\bar{m}(\bar{v}) P m(\bar{u}) P[\bar{u} \bar{k}]}\]

\[\text{tr_RES: } \frac{P \Delta s, P', \bar{n} \cap \bar{\rho}(G) = \emptyset}{(v \bar{n}) P \Delta s, (v \bar{n}) P} \quad \text{tr_REP: } \frac{B m(\bar{u}) P}{!B m(\bar{u}) P} \quad \text{tr_CHOI: } \frac{G_1, m \nu}{G_1, G_2, m \nu} \quad \text{tr_STRUCT: } \frac{P'_1 \equiv P_1, \quad P_1 \Delta s, P_2, \quad P_2 \equiv P'_2}{P'_1 \Delta s, P'_2}\]

![Figure 2-2 Labelled transition rules for process terms in the polar π-calculus]

Clearly, \(P \Delta s P'\) implies \(P \rightarrow P'\), and \(P \Delta s P'\) implies \(P \rightarrow P'\) and, therefore, a variant of the rule \(\text{tr_INTL}\) can be written as: if \(P (v \sigma) m \bar{u} P''\) and \(\bar{Q} m \bar{u} Q\) where \(\bar{v} \cap \bar{\rho}(Q) = \emptyset\), then \(P \mid Q \rightarrow (v \sigma) (P' \mid Q')\). Besides the reason we have just discussed, the distinction between internal action and reduction is also necessary for the new bisimulation relation, and we will find out later.

The \(\tau\)-action does not appear as a guard of the \(B\) term in the syntax of the polar \(\pi\)-calculus, but can be treated as a derived notation.

**Notation 2–6:** \(\tau\)-guarded processes are abbreviations defined as follows, where \(m \not\in \bar{\rho}(P)\) and \(m \not\in \bar{\rho}(G)\):

\[\tau P \equiv (v m) (\eta m, P \mid m); \quad \tau P + G \equiv (v m) ((\eta m, P + G) \mid m); \quad !\tau P \equiv (v m) (\eta m, (P \mid !\tau P) \mid m)\]

**Definition 2–7:** The strong commitments of process \(P\) are defined as:

\(P\) can **commit** the action \(\alpha\), denoted as \(P \downarrow \alpha\), if there exists some \(P'\) such that \(P \Delta s P'\).

\(P\) can **commit** on input polar \(m\), denoted as \(P \downarrow m\), if there exists some input action \(\alpha = m(\bar{u})\) s.t. \(P \downarrow \alpha\).

\(P\) can **commit** on output polar \(m\), denoted as \(P \downarrow m\), if there is some output action \(\alpha = (v \sigma)m(\bar{u})\) s.t. \(P \downarrow \alpha\).

\(P\) can **commit** the action sequence \(\iota = \alpha_1 \alpha_2 ... \alpha_n\), denoted as \(P \downarrow \iota\), if \(P \downarrow \alpha_1\), \(P \downarrow \alpha_2\), ..., \(P \downarrow \alpha_n\), or \(P \downarrow \iota P\) for short.

The weak commitments \(\downarrow\), are obtained by replacing \(\rightarrow\) with \(\rightarrow\) and \(\downarrow\) with \(\downarrow\) throughout.

**Definition 2–8:** Process \(P'\) is a **derivative** of \(P\), if there exists some finite sequence \(\iota\) such that \(P \Delta s P'\).
2.3 Mapping between the $\pi_p$-calculus and $\pi_o$-calculus

From $\pi_p$ to $\pi_o$

| $[0]_{\pi_p}$ | $\equiv 0$; |
| $[\nu n]\Pi_{\pi_p}$ | $\equiv (\nu n, n_0) ([\Pi_{\pi_p}] \Downarrow \forall_n (\xi), \forall_n (\epsilon))$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\nu_n, \nu_0)$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\epsilon, \xi)$; |
| $[P_1, P_2]_{\pi_p}$ | $\equiv [P_1]_{\pi_p} \cdot [P_2]_{\pi_p}$; |
| $[B]_{\pi_p}$ | $\equiv [B]_{\pi_p}$; |
| $[G_1 + G_2]_{\pi_p}$ | $\equiv [G_1]_{\pi_p} + [G_2]_{\pi_p}$; |
| $[A(\epsilon, \xi)]_{\pi_p}$ | $\equiv [A]_{\pi_p}(\nu_n, \nu_0)$; |
| $[\epsilon(\xi)]_{\pi_p}$ | $\equiv (\epsilon(\xi), \epsilon_0)$; |

From $\pi_o$ to $\pi_p$

| $[0]_{\pi_o}$ | $\equiv 0$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv (\nu n, n_0) ([\Pi_{\pi_o}] \Downarrow \forall_n (\xi), \forall_n (\epsilon))$; |
| $[\nu n]\Pi_{\pi_p}$ | $\equiv n_0(\nu_n, \nu_0)$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\epsilon, \xi)$; |
| $[P_1, P_2]_{\pi_o}$ | $\equiv [P_1]_{\pi_p} \cdot [P_2]_{\pi_p}$; |
| $[B]_{\pi_o}$ | $\equiv [B]_{\pi_p}$; |
| $[G_1 + G_2]_{\pi_o}$ | $\equiv [G_1]_{\pi_p} + [G_2]_{\pi_p}$; |
| $[A(\epsilon, \xi)]_{\pi_o}$ | $\equiv [A]_{\pi_p}(\nu_n, \nu_0)$; |
| $[\epsilon(\xi)]_{\pi_o}$ | $\equiv (\epsilon(\xi), \epsilon_0)$; |

Figure 2-3 Mutual encoding of the $\pi_o$-calculus and $\pi_p$-calculus

If ignore the polar subscripts, then the $\pi_o$ to $\pi_p$ mapping will be exactly the same as the direct mapping, except the second clause, which should become $\Pi_{\pi_p} \equiv (\nu n) [P]_{\pi_p}$ in the direct mapping.

Since the polar $\pi$-calculus is a subcalculus of the asynchronous $\pi$-calculus, generic properties concluded from the full domain of the asynchronous $\pi$-calculus can also apply to the polar $\pi$-calculus in its restricted domain. For example, the ground bisimulation, early, late and open bisimulations all coincide in the asynchronous $\pi$-calculus, as well as in the polar $\pi$-calculus. The asynchronous $\pi$-calculus itself, as pointed out in [Amadio96], is a subcalculus of the standard $\pi$-calculus, with the restrictions that outputs cannot be used as prefix or on a choice point. Therefore, generic properties concluded from the standard $\pi$-calculus can also apply to the asynchronous $\pi$-calculus and the polar $\pi$-calculus.

The $\pi_p$-calculus is also a subcalculus of [Odersky95a]'s polarsied $\pi$-calculus (we denote it as $\pi_o$), and all terms in the $\pi_o$ can be directly converted into the $\pi_p$.

From $\pi_p$ to $\pi_o$

| $[0]_{\pi_o}$ | $\equiv 0$; |
| $[\nu n]\Pi_{\pi_p}$ | $\equiv (\nu n, n_0) ([\Pi_{\pi_p}] \Downarrow \forall_n (\xi), \forall_n (\epsilon))$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\nu_n, \nu_0)$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\epsilon, \xi)$; |
| $[P_1, P_2]_{\pi_p}$ | $\equiv [P_1]_{\pi_p} \cdot [P_2]_{\pi_p}$; |
| $[B]_{\pi_p}$ | $\equiv [B]_{\pi_p}$; |
| $[G_1 + G_2]_{\pi_p}$ | $\equiv [G_1]_{\pi_p} + [G_2]_{\pi_p}$; |
| $[A(\epsilon, \xi)]_{\pi_p}$ | $\equiv [A]_{\pi_p}(\nu_n, \nu_0)$; |
| $[\epsilon(\xi)]_{\pi_p}$ | $\equiv (\epsilon(\xi), \epsilon_0)$; |

From $\pi_o$ to $\pi_p$

| $[0]_{\pi_o}$ | $\equiv 0$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv (\nu n, n_0) ([\Pi_{\pi_o}] \Downarrow \forall_n (\xi), \forall_n (\epsilon))$; |
| $[\nu n]\Pi_{\pi_p}$ | $\equiv n_0(\nu_n, \nu_0)$; |
| $[\nu n]\Pi_{\pi_o}$ | $\equiv n_0(\epsilon, \xi)$; |
| $[P_1, P_2]_{\pi_o}$ | $\equiv [P_1]_{\pi_p} \cdot [P_2]_{\pi_p}$; |
| $[B]_{\pi_o}$ | $\equiv [B]_{\pi_p}$; |
| $[G_1 + G_2]_{\pi_o}$ | $\equiv [G_1]_{\pi_p} + [G_2]_{\pi_p}$; |
| $[A(\epsilon, \xi)]_{\pi_o}$ | $\equiv [A]_{\pi_p}(\nu_n, \nu_0)$; |
| $[\epsilon(\xi)]_{\pi_o}$ | $\equiv (\epsilon(\xi), \epsilon_0)$; |

Figure 2-4 Mutual encoding of the $\pi_o$-calculus and $\pi_p$-calculus

If ignore the polar subscripts, then the $\pi_o$ to $\pi_p$ mapping will be exactly the same as the direct mapping, except the second clause, which should become $\Pi_{\pi_p} \equiv (\nu n) [P]_{\pi_p}$ in the direct mapping.
Since the polar π-calculus is a subcalculus of the asynchronous π-calculus, generic properties concluded from the full domain of the asynchronous π-calculus can also apply to the polar π-calculus in its restricted domain. For example, the ground bisimulation, early, late and open bisimulations all coincide in the asynchronous π-calculus, as well as in the polar π-calculus. The asynchronous π-calculus itself, as pointed out in [Amadio96], is a subcalculus of the standard π-calculus, with the restrictions that outputs cannot be used as prefix or on a choice point. Therefore, generic properties concluded from the standard π-calculus can also apply to the asynchronous π-calculus and the polar π-calculus. However, most results of this paper for the polar π-calculus have been established independently of the correspondence with the asynchronous π-calculus.

3 Responsive bisimulation in the polar π-calculus

The barbed bisimulation ([Milner92b],[Sangiorgi92b]) is a rather weak relation, which traces the state changes of a process during the course of reductions and observes which channels are available for communication. We adopt the version of [Amadio96] for an asynchronous π-calculus.

**Definition 3–9:** A symmetric relation \( \mathcal{S} \) on \( P \)-terms is a (strong) barbed bisimulation if whenever \( P \mathcal{S} Q \) then \( P \downarrow_a \Rightarrow Q \downarrow_a \) for all \( a \in \mathcal{N} \), and \( P \xrightarrow{\sigma} P' \Rightarrow Q \mathcal{S} Q' \) such that \( Q \xrightarrow{\tau} Q' \) and \( P' \mathcal{S} Q' \).

Let \( \sim_b \) be the largest strong barbed bisimulation. The notion of weak barbed bisimulation \( \equiv_b \) is obtained by replacing the transition \( \downarrow \) with \( \downarrow_b \) and \( \rightarrow \) with \( \rightarrow_b \) throughout.

However, since barbed bisimulation cannot identify what messages are communicated, it is too rough to measure process behaviour. Better measurements are needed.

**Definition 3–10:** The process context \( \mathcal{E}[.] \) is given by \( \mathcal{E} ::= [.] | (\forall \alpha \mathcal{E} | \mathcal{E}P | \mathcal{E}[\tau] | \mathcal{E}_{\alpha} \mathcal{E} + \mathcal{G} \).

From this syntax, the hole \([.]\) occurs at most once in a process context expression. By filling this hole in \( \mathcal{E}[.] \) with the process \( Q \), \( \mathcal{E}[Q] \) constructs a new process expression.

**Definition 3–11:** Let \( \mathcal{E}[.] \) be a process context, the strong and weak barbed congruences are defined as

\[
P \equiv_b Q \text{ if } \forall \mathcal{E}[.],(\mathcal{E}[P] \sim_b \mathcal{E}[Q]); \quad P \equiv W Q \text{ if } \forall \mathcal{E}[.],(\mathcal{E}[P] \equiv W \mathcal{E}[Q]);
\]

and the weaker versions similar to [Amadio96]: let \( R \) be an arbitrary process, the strong and weak barbed equivalence are defined as:

\[
P \equiv_b Q \text{ if } \forall R. (R P \sim_b R Q); \quad P \equiv W_Q \text{ if } \forall R. (R P \equiv W R P).
\]

Weak barbed equivalence is too strong for compositional objects, as illustrated by the example in Figure 1-1, where \( O_1 \) and \( O_2 \), the two different versions of the same object component, can be expressed in the polar π-calculus as \( O_1 \equiv (v p)(((v y) . p (y)) ((v n) (k . y) (n (y)) . \eta_n . \eta y . \eta \eta . \text{Body}))) \) and \( O_2 \equiv (v n) (k . y) (n (y)) . \eta_n . \eta y . \eta \eta . \text{Body} \).

If only output actions are detectable, then within an environment where there is no other place that the input polar of the same channel \( m \) is used, the behaviour of \( O_1 \) and \( O_2 \) can be considered as the same by an external observer. But this similarity of the observation behaviours cannot be captured by the weak barbed equivalence. The weak barbed equivalence fails in at least two ways.

First, it cannot distinguish between a message sent out from the target process and a message sent by another agent to the target process but buffered in the environment. For example, given the message \( m(p) \), then \( O_1 \downarrow m(p) \Rightarrow O_1 \) and \( O_2 \downarrow m(p) \Rightarrow O_2 \), where \( Q \equiv (v s)(((v y) . x (y)) ((v n) (k . y) (n (y)) . \eta_n . \eta y . \eta \eta . \text{Body}))) \) and \( Q \equiv O_1 \downarrow m(p) \). Since \( Q \) has entered an undetectable status, while in \( O_2 \) the message \( m(p) \) remains to be a detectable “output action”; that is, \( Q \not\equiv_m \) but \( Q \downarrow m \), therefore \( O_1 \downarrow m(p) \equiv_b O_1 \downarrow m(p) \), that is, \( O_1 \equiv_b O_2 \).

Second, it cannot prevent input names clash between the testing environment and the processes being tested. For example, let \( R \equiv m(x). x(y) \Rightarrow m(p) \), then, as shown in Figure 3-1, \( O_1 \downarrow R \) can take two different reduction paths, either

\[
O_1 \downarrow P_{\alpha} \quad O_1 \downarrow P \quad O_1 \downarrow \eta \quad O_1 \downarrow P_{\alpha} \quad O_1 \downarrow P \quad O_1 \downarrow \eta
\]
$O_1 \rightarrow_{R} O_2 \mid p(q)$ or $O_1 \rightarrow_{R} O_2 \mid m(x) \neq (q)$. while $O_1 \vdash R$ has only one reduction path, $O_2 \rightarrow_{R} O_2 \mid p(q)$. Therefore $O_1 \vdash R \equiv_{s} O_1$, that is $O_1 \equiv_{s} O_2$.

Another failure in the strong version is, the barbed bisimulation treats synchronisation actions occurred in public channels as single step reduction, and therefore cannot match them with uncompleted synchronisations which have delays on inputting side.

We need a different technique to measure the observation behaviours, weak enough to ignore the unrelated information and strong enough to capture the similarity in responses perceived by outsiders. As with barbed bisimulation, we must note the state changes of a process caused by internal actions, and we must also be able to detect which communication channels are available for output in all evolved states. Moreover, in order to distinguish states, we need to be able to observe what each of the messages output by the process is.

The $\alpha$-bisimulation, similar to that in [Amadio96], can provide this degree of observation:

**Definition 3-12:** The $\alpha$-bisimulation $S$ on processes, for which whenever $P \equiv \alpha Q$ then $P \overset{\alpha}{\cong} Q'$ and $P \overset{\alpha}{\cong} Q''$, where $\alpha$ is a non-input action and $\bar{b}n(q) \cap \bar{n}(Q) = \emptyset$.

The weak $\alpha$-bisimulation is obtained by replacing $\overset{\alpha}{\cong}$ with $\overset{\alpha}{\cong}$ throughout. We denote the largest (strong) $\alpha$-bisimulation as $\sim_{\alpha}$, and the largest weak $\alpha$-bisimulation as $\approx_{\alpha}$.

**Lemma 3-13:** Every $\alpha$-bisimulation $S$ is preserved by restriction, i.e., $P \equiv \alpha Q$ implies $(\nu n)P \equiv \alpha (\nu n)Q$.  
**Proof:** This can be proven by show that $\equiv_{\alpha} | ((\nu n)P, (\nu n)Q); P \equiv \alpha Q$ is a $\alpha$-bisimulation. Here we only give that for the strong case $\leq \sim_{\alpha}$, the weak case can be proven similarly.

As normal in $\pi$-calculi, for each $\bar{n}$, $P$ and $Q$ combination, we always assume that the rule str-REN is automatically and implicitly applied over the fresh names $\bar{n}$ to avoid name clash. For example, assume $P \equiv (\nu n)(A(\bar{n},n)) \mid (\nu n)P_1)$, then a name $m \notin n(P, Q)$ will be picked up automatically and the expression $(\nu n)(A(\bar{n},n)) \mid (\nu n)P_1)$ will be treated as $(\nu n)(A(\bar{n},n)) \mid (\nu m)P_1)$ implicitly without mention.

Assume $(\nu n)P \overset{\alpha}{\cong} P'$ for some arbitrary non-input action $\alpha$ by inducting over transition rules, this is only possible in one of the following two cases:

1. $\bar{n} \cap \bar{n}(q) = \emptyset$ and $P \overset{\alpha}{\cong} P''$. By rule $\alpha$-RES, $(\nu n)P \overset{\alpha}{\cong} P''$, so $P \equiv (\nu n)P''$. By $P \equiv \alpha Q$, we have $Q \overset{\alpha}{\cong} Q''$ and $P \overset{\alpha}{\cong} Q''$. By $\alpha$-RES, $(\nu n)Q \overset{\alpha}{\cong} Q''$. Therefore $((\nu n)P)'', ((\nu n)Q)'' \in \mathcal{R}$.

2. $\alpha$ is an output action of the form $\alpha = (\nu e) \overline{m(e)}$ where $m \notin \bar{n}$ and $\bar{e} = \bar{n}(\bar{n} - \bar{e}) \notin \emptyset$, and $P \equiv \overline{m(e)}P''$. By $P \equiv \alpha Q$, we have $Q \overline{m(e)} \overset{\alpha}{\cong} Q''$ and $P \overline{m(e)} \overset{\alpha}{\cong} Q''$. Let $\overline{e} = \overline{n} - \overline{e}$, by rule str-SCP3 and str-SUM2, $(\nu \bar{n})P \equiv (\nu \bar{e})(\nu \bar{e})P$ and $(\nu n)Q \equiv (\nu \bar{e})(\nu \bar{e})Q$. By the $\alpha$-OUT, we get $(\nu \bar{e})(\nu \bar{e})P \overset{\alpha}{\cong} (\nu \bar{e})P''$ and $(\nu \bar{e})(\nu \bar{e})Q \overset{\alpha}{\cong} (\nu \bar{e})Q''$, however $((\nu \bar{e})(\nu \bar{e})P', ((\nu \bar{e})(\nu \bar{e})Q') \in \mathcal{R}$.

By the definition of $\alpha$-bisimulation $S$, we have $R \subseteq S$.

The $\alpha$-bisimulation gives a measurement on processes’ states by observing available reductions and output actions, but cannot determine how a process responds to incoming messages, since input actions are not observed. To determine responsive behaviours, we introduce a new term for specifying input messages.

**Notation 3-14:** We add the auxiliary $P$-term $[\overline{m(e)}]P$, the localisation of the sent message $m(\bar{n})$ with process $P$, into the process syntax. Properties for this term are shown in Figure 3-2.

The term $[\overline{m(e)}]P$ is not for modelling processes, but only designed to express responsive bisimulation relations between processes. It couples process $P$ with the message $\bar{m}$ which is buffered in channel $m$ and unobservable from outside, even though the output polar $m$ may have been known by outsiders. The essential purpose of this term is to hide the message $m(\bar{n})$ from external observers, so that it will not be mistaken as an output from $P$. This will be discussed further in Section 5.3.
The rule $\text{ITr\_SYNC2}$ added a new case for defining the $\tau$ action. Unlike in rule $\text{tr\_INTL}$, here the name restriction is not required. However, since only the input polar, $m$, of the channel name $m$ is involved, and the preservation of $\tau$ actions is maintained by input prefixing.

**Corollary 3–15**: The following conclusion can be immediately drawn from the rules in Figure 3-2:

1. If $\text{P}_m \overset{\alpha}{\rightarrow} \text{P}_n$ then $(\forall m)\text{P}_m \equiv (\forall m)\text{P}_n$.
2. $\text{P}_m \overset{\alpha}{\rightarrow} \text{P}_n$ implies $(\forall m)\text{P}_m \ni \text{P}_n$.
3. $\text{P}_m \overset{\alpha}{\rightarrow} \text{P}_n$.
4. $(\forall m)\text{P}_m \ni \text{P}_n$.

Now we can begin to introduce new behavioural equivalence relations.

**Definition 3–16**: Let $\mathcal{T}[\cdot]$ be the **responsive testing context** of syntax $\mathcal{T}:= [\cdot] [\cdot]$, then we define strong and weak **responsive equivalences** as: $\equiv_r \tau \wedge \forall \mathcal{T} (\mathcal{T}[\cdot] \equiv_r \tau (\mathcal{T}[\cdot]))$; $\equiv \forall \mathcal{T} (\mathcal{T}[\cdot] \equiv \tau (\mathcal{T}[\cdot]))$.

This definition gives a quite clear description about the meaning of equivalence in responsive behaviour, but is not so useful since it requires the exhaustive testing over the infinite set of responsive testing contexts. A more practical definition is the r1-bisimulation, so named because it is structurally comparable to the l1-bisimulation in [Amadio96].

**Definition 3–17**: A strong (or weak) r1-bisimulation is a strong (or weak, respectively) $\sigma$-bisimulation $\mathcal{S}$ such that whenever $\text{P} \mathcal{S} \text{Q}$ then $[\text{m}(\bar{u})]\text{P} \mathcal{S} \text{Q}$ for all $[\text{m}(\bar{u})]$.

We denote the largest strong r1-bisimulation as $\equiv_r$, and the largest weak r1-bisimulation as $\equiv_w$.

**Lemma 3–18**: Responsive equivalence and r1-bisimulation coincide, that is, $\equiv_r \equiv_w \equiv_r \equiv_w$.

**Proof**: We only show it for the strong case here, and the weak case can be proven in similar way.

$\equiv_r \subseteq \equiv_w$: Proven by induction. Let $\text{P} \equiv_r \text{Q}$, then we can write $\mathcal{T}_0\text{P} \equiv_r \mathcal{T}_0\text{Q}$, where $\mathcal{T}_0 \equiv [\cdot]$.

Assume $\mathcal{T}_0\text{P} \equiv_r \mathcal{T}_0\text{Q}$ is held for some responsive testing context $\mathcal{T}_0$.

By the definition of $\equiv_r$, for all $[\text{m}(\bar{u})]$, we have $\mathcal{T}_0\text{P} \equiv_r \mathcal{T}_0\text{Q}$ for each $\mathcal{T}_0 \equiv [\text{m}(\bar{u})]$.

Since $\equiv_r \subseteq \equiv_w$, from the definition of $\equiv_r$, we can conclude that, $\text{P} \equiv_w \text{Q}$.

$\equiv_w \subseteq \equiv_r$: Let $\text{P} \equiv_w \text{Q}$, then $\text{P} \equiv_w \text{Q}$, because $\mathcal{T}_0\text{P} \equiv_w \mathcal{T}_0\text{Q}$ for $\mathcal{T}_0 \equiv [\cdot]$.

Also, we have $[\text{m}(\bar{u})]\text{P} \equiv_w [\text{m}(\bar{u})]\text{Q}$ for all $[\text{m}(\bar{u})]$, because $\mathcal{T}_0\text{P} \equiv_w \mathcal{T}_0\text{Q}$ for each $\mathcal{T}_0 \equiv [\text{m}(\bar{u})][\cdot]$. This implies $\forall \mathcal{T}_0 ([\text{m}(\bar{u})]\text{P} \equiv_w [\text{m}(\bar{u})]\text{Q})$, since $\mathcal{T}_0\text{P} \equiv_w \mathcal{T}_0\text{Q}$ for each $\mathcal{T}_0 \equiv [\cdot]$. I.e., $\text{P} \equiv_w \text{Q}$ implies $[\text{m}(\bar{u})]\text{P} \equiv_w [\text{m}(\bar{u})]\text{Q}$ for all $[\text{m}(\bar{u})]$. Therefore $\equiv_w \subseteq \equiv_r$ by the definition of $\equiv_r$. ■

It is easy to verify that $O \equiv_r \text{Q}$ holds for the previously mentioned examples. The r1-bisimulation provides a test platform and measures behavioural equivalence from outside of target processes.
While responsive equivalence and r1-bisimulation provide a good base for describing similarities of
responsive behaviours, it can tell little about why or when two processes may offer similar behaviours. For
closer study, we need an inside view observing input actions.

Definition 3–19: A (strong) **responsive bisimulation** is a (strong) $\sigma$-bisimulation $s$ such that
whenever $p s o q$ then $p \sigma_{m(u)} q'$ implies either $q m(u) o q'$ and $p s q'$, or $q \sigma_{m(u)} q'$ and $p s q'$.
The weak version is obtained by replacing transitions with weak transitions everywhere. We denote $\sim_r$
and $\sim_r$ to be the largest strong and weak responsive bisimulation respectively. Clearly, $\sim_r \subseteq \sim_r$.

For the previously mentioned example, we can also easily verify that $o_r \sim_r o_2$. It is no surprise, since:

**Lemma 3–20**: The responsive bisimulation and r1-bisimulation coincide, that is, $\sim_r \equiv \sim_r$ and $\sim_r \equiv \sim_r$.

**Proof**: We only show that for the strong case here, and the weak case can be proven in a similar way.

$\sim_r \subseteq \sim_r$: Let $r = \{(m(u)) P, (m(u)) Q : p s q \} \cup s$ for $s = \sim_r$. Assume $p m(u) P'$ for some an arbitrary
action $\alpha$, by the rules in Figure 3–2 and by Corollary 3–15 (4), it is only possible in the following two
cases:

1. $p m(u) P'$ and $\alpha \in \{m(u) P, m(u) Q\}$. Since $p s q$, we have
   either $q \alpha_{m(u)} q'$ and $r \subseteq \{(m(u)) P, (m(u)) Q\}$, or $r \subseteq \{(m(u)) P, (m(u)) Q\}$. By rule $\text{IStr}_\Sigma$,
   we have $r \subseteq \{(m(u)) P, (m(u)) Q\}$, therefore
   $r \subseteq \{(m(u)) P, (m(u)) Q\} \in r$.

2. $\alpha = \tau$ and $p m(u) P'$, then by $p s q$ it implies
   either $q \alpha_{m(u)} q'$ and $r \subseteq \{(m(u)) P, (m(u)) Q\}$, or $r \subseteq \{(m(u)) P, (m(u)) Q\}$. By rule $\text{IStr}_\Sigma$
   we have $r \subseteq \{(m(u)) P, (m(u)) Q\}$, therefore
   $r \subseteq \{(m(u)) P, (m(u)) Q\} \in r$.

Then by definition of $\sim_r$, we have $r \subseteq \sim_r$, that is, $p s q$ implies $m(u) P \sim_r (m(u)) Q$. Because
$\sim_r \subseteq \sim_r$, and because $m(u)$ is arbitrary here, we have $\sim_r \subseteq \sim_r$ by the definition of $\sim_r$.

$\sim_r \equiv \sim_r$: Let $p s q$, then $m(u) P \sim_r (m(u)) Q$ for all $m(u)$. Assume $p m(u) P'$ for some action $\alpha$.

If $\alpha$ is a non-input action, then $q \alpha_{m(u)} q'$ and $p \sim_r q'$.

If $\alpha$ is an input action, $\alpha = m(u)$, then $m(u) P \sim_r m(u) Q$. By $m(u) P \sim_r m(u) Q$ and $m(u) Q \sim_r m(u) Q$

it must be

1. $q \alpha_{m(u)} q'$ and $q \equiv m(u) Q$. But $p \sim_r q'$ since $\sim_r \subseteq \sim_r$. Let $r = \{(P, Q), (P', Q')\}$ then
   $r \subseteq \sim_r$.

2. $q \alpha_{m(u)} Q'$ and $q \equiv m(u) Q$. But $P \sim_r m(u) Q$ since $\sim_r \subseteq \sim_r$. Let
   $r = \{(P, Q), (P', m(u) Q)\}$, then $r \subseteq \sim_r$.

Let $r = \sim_r \cup r \cup r$, then $r \subseteq \sim_r$ since $\sim_r \subseteq \sim_r$, then we have $r \subseteq \sim_r$ by the definition of $\sim_r$.

**Corollary 3–21**: The responsive bisimulation and responsive equivalence coincide: $\sim_r \equiv \sim_r$.

That is, the two different viewpoints mentioned in the introduction, are united into one concept.

Another interesting conclusion is:

**Proposition 3–22**: $p \equiv_r (\nu n)(((m(x)) n(x)) P' n(m))$ for all $p$ and $m$, where $n$ is a fresh name for $P$.

**Proof**: It is trivial to vary.
4 Properties of the responsive bisimulation

We now investigate some formal properties of responsive bisimulation.

**Corollary 4–23.** The responsive bisimulations are preserved by localisation. That is, let \( \mathcal{S} \) be either \( \sim \) or \( \approx \), then \( P \mathcal{S} Q \) implies \( \| m(\bar{u}) \| P \mathcal{S} m(\bar{u}) Q \) for all \( \| m(\bar{u}) \| \).

**Proof:** Let \( \mathcal{R} \) be either \( \sim \) or \( \approx \), corresponding to \( \mathcal{S} \) respectively, then by Lemma 3-20, \( P \mathcal{R} Q \) implies \( P \mathcal{R} Q \), which then implies that \( \| m(\bar{u}) \| P \mathcal{R} m(\bar{u}) Q \) for all \( \| m(\bar{u}) \| \) according to the definition of r1-bisimulation, then again by Lemma 3-20, we have \( \| m(\bar{u}) \| P \mathcal{R} m(\bar{u}) Q \). \( \blacksquare \)

**Lemma 4–24.** The responsive bisimulations are equivalences.

**Proof:** Here we only give the proof for \( \sim \), and the weak case can be proven similarly.

**Reflexive:** \( P \sim P \) for any \( P \), according to the definition of \( \sim \);

**Symmetric:** if \( P \sim Q \) then \( Q \sim P \), by the definition of \( \sim \);

**Transitive:** Let \( P_1 \mathcal{R} P_2 \) and \( P_2 \mathcal{R} P_3 \), where \( \mathcal{R} \subseteq \sim \) and \( \mathcal{R} \subseteq \approx \), and therefore \( P_i(\mathcal{R}, \mathcal{R}) P_j \). For arbitrary action \( \alpha \) such that \( P_1 \mathcal{R} P'_1 \),

If \( \alpha \) is not an input communication act, then

\[ P_1 \mathcal{R} P'_1 \] implies \( P_2 \mathcal{R} P'_2 \) and \( P_2 \mathcal{R} P'_2 \), which then implies \( P_3 \mathcal{R} P'_3 \) and \( P'_3(\mathcal{R}, \mathcal{R}) P'_3 \), i.e., \( P'_3(\mathcal{R}, \mathcal{R}) P'_3 \).

If \( \alpha \) is an input communication act, say \( \alpha = \bar{m}(\bar{u}) \), and \( P_1 \mathcal{R} m(\bar{u}) P'_1 \), then we may have either

\[ P_2 m(\bar{u}) P'_2 \] and \( P'_2(\mathcal{R}, \mathcal{R}) P'_2 \), or \( P_2 m(\bar{u}) P'_2 \); or \( P_2 \mathcal{R} P'_2 \) and \( P'_2(\mathcal{R}, \mathcal{R}) P'_2 \); or \( P_2 \mathcal{R} P'_2 \) and \( P'_2(\mathcal{R}, \mathcal{R}) P'_2 \); or \( P_2 \mathcal{R} P'_2 \) and \( P'_2(\mathcal{R}, \mathcal{R}) P'_2 \); By \( \sim \approx \sim \), we have \( \mathcal{R} \subseteq \sim \), so

\[ m(\bar{u}) \] and \( P'_3(\mathcal{R}, \mathcal{R}) m(\bar{u}) P'_3 \). By the definition, \( (\mathcal{R}, \mathcal{R}) \leq \sim \).

A problem is apparent: the responsive bisimulation is not preserved by parallel composition in general. For instance, with \( O_1 \) and \( O_2 \) of the earlier example, we have \( O_1 \approx O_2 \), but \( (O_1 | O_2) \approx (O_1 | O_2) \) for \( O_1 \equiv m(\bar{x}) R \), because the occurrence of input polar \( m \) in \( O_i \) has changed the ability of \( O \) to receive messages on \( m \). However, as mentioned at the beginning of this paper, the purpose of our study is about object modelling, and as the nature of object systems, the ownership of each input port should be unique. For example, the identity of an object is uniquely owned by no one else but that object; each method of each object is also uniquely identified so that no message would be delivered to wrong destination. In general, each input polar has a restricted scope (or ownership), and is never exported outside this scope.

When responsive bisimulation is strictly restricted within objects modelling, the problem domain where it is needed, then its preservation in parallel composition can be guaranteed. To show this, we first formalise the restriction needed on input polar.

**Definition 4–25.** Let \( m \) be the input polar of a communication channel name \( m \), \( P \) be a process for which \( m \in \hat{f}(P) \), and \( \mathcal{E} \) be the context \( \mathcal{E}[.] \equiv (\forall \bar{u}) (\mathrm{Env} \{\bar{u}\} \) while \( m \) may or may not be a member of \( \bar{u} \). We say that,

\( P \) is an owner of \( m \) (or say, \( m \) is owned by \( P \)) with respect to the environment \( \mathrm{Env} \);

\( \mathrm{Env} \) is an environment free of \( m \) (or say, \( m \)-free environment);

\( \mathcal{E}[.] \) is an \( m \)-safe environment context, or \( m \)-safe environment for short.

An \( m \)-safe environment only allows the process in the hole to consume a message sent along the channel \( m \), ensuring no interference from the environment. It reflects the fact that the responsive behaviour of a process can be measured only when messages sent to it are guaranteed not to be intercepted by some other process.
Definition 4–26: A process $P$ is safe for $Env$, and the environment $Env$ is said to be safe for $P$, if $P$ is the owner of all $\hat{m} \in \text{fin}(P)$ with respect to the environment $Env$, that is, $\text{fin}(P) \cap \text{fin}(Env) = \emptyset$. We may call $P$ a safe process, when the behaviour of $P$ is only considered within environments which are safe for $P$.

A process $P$ is autonomous if $\text{fin}(P) = \emptyset$.

Lemma 4–27: Evolution preserves process safety. I.e., if $\text{fin}(P) \cap \text{fin}(Env) = \emptyset$ holds for some process $P$ and $Env$, then $\text{fin}(P') \cap \text{fin}(Env) = \emptyset$ also holds for all $P'$ and $Env'$, which are derivatives of $P$ and $Env$ respectively.

Proof: Simply because the input polar of a channel cannot be transmitted by communication.

Corollary 4–28: An autonomous process and all its derivatives are safe for any system.

When modelling objects in the $\pi_e$-calculus, all method bodies can be considered as autonomous, since after parameters passed through the method interface, further input (if any) can only be performed via channels that were initially private and informed to the senders by the forked method body. An object process itself is initially autonomous until creation, when its name (the unique identification) is exported to its environment. Its method names can also be considered as initially private to the object, and then exported to the caller during each method call. For example, similar to [Walker95] and [Zhang97] amongst others, the method call $o \cdot m \langle \alpha, \beta \rangle$ may be modelled as $(\nu m \cdot s t e t)(o \cdot m \cdot s t e t(m) \cdot m \langle \alpha, \beta \rangle)$, and on the object side the encoding will look like $(\nu \hat{m})(\nu \hat{n} \cdot m \cdot s t e t(m) \cdot \prod \hat{m} \cdot \hat{n} \cdot \text{Body}_v)$, where method names $\hat{m}$ are initially private.

Proposition 4–29: The responsive bisimulations are preserved by parallel composition for safe processes. That is, let $S$ be either $\sim$, or $\approx_r$, then $P \cdot S P_2 \equiv P_1 \cdot S \cdot P_2$, for all $P$ which satisfy $(\text{fin}(P_1) \cup \text{fin}(P_2)) \cap \text{fin}(P) = \emptyset$.

Proof: Here we only show that for $\approx_r$. The strong case can be proven similarly.

Let $\equiv_r$ be the congruence induced by the commutativity and associativity laws for parallel composition “$|$” in Figure 2-1 and rule $\text{lStr}_\text{SUM}2'$ in Figure 3-2, and let relation $\equiv_r([P_1 | P_2] P_3, P_1 \cdot P_2 \cdot P_3)$ in Figure 3-2, and let relation $\equiv_r([P_1 | P_2] P_3, P_1 \cdot P_2 \cdot P_3)$ in Figure 3-2. Let $Q \equiv_r P_1 | P$ and $Q' \equiv_r P_2 | P$, and $Q \cdot S Q_1$ for some action $\alpha$, by $P_1 \equiv_r P_2$, it must be in one of the following three cases:

1. $P \cdot S P_1 \equiv P_1 | P$, $Q \cdot S Q_1$ for $Q_1 \equiv_r Q_1 | P$;
2. $P \cdot S P_1 \equiv P_1 | P$, and therefore $Q \equiv_r P_1 | P'$ and $Q \cdot S Q_1$ for $Q_1 \equiv_r P_2 | P$;
3. $\alpha=\mu m(u)$, $P \cdot [m(u)] P_1$, $P \cdot S P_1$, and $P_2 \equiv_r [m(u)] P_1$, by the safety condition $\text{fin}(P) \cap (\text{fin}(P) \cup \text{fin}(P_2)) = \emptyset$, it must be $m \in \text{fin}(P)$ and therefore $[m(u)] P_1 | P \equiv_r [m(u)] P_1 | P$, that is, $Q \equiv_r P_1 | P$, and $Q \cdot S Q_1$ for $Q_1 \equiv_r P_1 | P$.

The cases where either $P \cdot [m(u)] P_1$, and $P \cdot S P_1$, or $P \cdot [m(u)] P_1$, and $P \cdot S P_1$, have been covered by theses three above cases, according to Remark 2-3, and therefore need not to be considered separately.

Since $(Q_1', Q_2') \in \equiv_r$ for cases 1-2, and $(Q_1', [m(u)] Q_2') \in \equiv_r$ for the third case, therefore $\equiv_r$ is a $\sim$, up to $\equiv_r$.

Let $\sigma$ denote a name substitution which is out of output polars only, otherwise standard. Whenever applied to a process or an action, bound names (in pairs of both polars) are automatically renamed to avoid conflict. We do not need to consider substitution over input polars because they can not be sent through channels in the $\pi_e$-calculus. Clearly the safety of processes is preserved by the output polar substitution.

Proposition 4–30: The responsive bisimulations are preserved by output polar substitution. That is, let $S$ be either $\sim$, or $\approx_r$, then for all $\sigma = \{ k \rightarrow l \}$, $P S Q \equiv P S Q \sigma$.

Proof: These can be proven by showing $\equiv_r \cup (P \sigma, Q \sigma) : P S Q \equiv_r S$ is a $S$ up to $\equiv$, where $\equiv$ be the structural congruence in Figure 2-1 and Figure 3-2. Here we only show that for $S \equiv_r \sim$, and the weak case can be proven similarly. Let exam all the possible actions that $P \sigma$ may take:
it is only possible when \( P = (v \; \bar{v})(m(\bar{u}) \mid P') \), by the transition rules listed in Figure 2-2 and Figure 3-2. Remember the implicit renaming over fresh names to avoid name clash, and notice that the substitution only effects to free output poles, then there must exist some \( n, \; \bar{v} \)
and \( P' \) such that \( m = n, \; \bar{u} = \bar{v} \sigma, \; P' = P \sigma \) and \( P = (v \; \bar{v})(n(\bar{v}) \mid P') \). Clearly, \( P = (v \; \bar{v})(n(\bar{v}) \mid P') \) it implies \( Q = (v \; \bar{v})(n(\bar{v}) \mid Q') \) and \( P \sim Q' \), since \( P \sim Q' \), this further implies there exists some \( Q' \)
\( \sigma = (v \; \bar{v})(m(\bar{u}) \mid Q) \). Therefore, \( Q = (v \; \bar{v})(m(\bar{u}) \mid Q') \) and \( Q = (v \; \bar{v})(m(\bar{u}) \mid Q) \). This matches \( \sigma (P, Q) \in \mathcal{R} \) as required.

it is only possible when \( P \mid m(\bar{u}) \) where \( \bar{v} \) satisfies \( \bar{u} = \bar{v} \sigma \). Let \( P = (v \; \bar{v})(n(\bar{v}) \mid P') \), it is easy to verify that \( P' = P \sigma \). Since \( P \sigma \) must be of the form either \( P = (v \; \bar{v})(m(\bar{u}) \mid P) \) or \( P = (v \; \bar{v})(m(\bar{u}) \mid P + G) \), then by \( P \sim Q' \), this implies

\begin{itemize}
  \item either \( Q = (v \; \bar{v})(m(\bar{u}) \mid Q') \) and \( P' \sim Q' \), then we have \( \sigma (P, Q) \in \mathcal{R} \) as required, and it is easy to verify that \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid Q') \), with the same way as above;
  \item or \( Q = (v \; \bar{v})(m(\bar{u}) \mid Q') \) and \( P' \sim Q' \). Since in the polar \( \Sigma \)-calculus, as in normal \( \Pi \)-calculus, the channel name of an internal action \( \tau \) is always bound, so \( Q = (v \; \bar{v})(m(\bar{u}) \mid Q') \), \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid Q') \), or \( (P, \sigma) \in \mathcal{R} \).
\end{itemize}

it is possible only when there exist some process \( P \) and complementary output-input action pair \( (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \) such that \( P = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \). Clearly, there must exist some \( P \) and \( \bar{s} \) such that \( P = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \). That is, \( m(\bar{u}) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( P = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \), then, by rule \( \mathcal{R} \), we have \( P = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \).

By \( P \sim Q' \), this implies \( Q \sim Q' \) and \( P' \sim Q' \). This is only possible when there exists some \( Q' \) and complementary output-input action pair \( (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \) and \( \bar{m}(\bar{u}) \) such that, \( Q = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \), \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \), \( Q = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \), \( \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \), and \( \bar{m}(\bar{u}) \) \( \mathcal{R} \).

\begin{itemize}
  \item By rule \( \mathcal{R} \), we have \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \) and \( \sigma = (v \; \bar{v})(m(\bar{u}) \mid \bar{m}(\bar{u})) \).
\end{itemize}

**Corollary 4-31:** The responsive bisimulations are preserved by input prefix. That is, let \( S \) be either \( \sim \), or \( \approx \), then \( PSQ \) implies \( m(\bar{u}) \mid PSQ \), for all \( m(\bar{u}) \).

Proofs for other properties of the responsive bisimulations also have the same difference with those for standard bisimulations, and we have to provide them instantly.

**Proposition 4-32:** The responsive bisimulations are preserved by restriction. That is, let \( S \) be either \( \sim \), or \( \approx \), then \( PSQ \) implies \( (v \; \bar{v})PSQ \) for all \( \bar{v} \).

**Proof:** These can be proven by showing \( RS = \{ (v \; \bar{v})P, (v \; \bar{v})Q \mid PSQ \} \cup S \) is a \( S \) extended \( \Xi \), where \( \Xi \) be the structural congruence in Figure 2-1 and Figure 3-2. Here we only show that for strong \( S \sim \), and the weak case can be proven similarly. Let us examine all the possible transitions that \( (v \; \bar{v})P \) may take:

\begin{align*}
(v \; \bar{v})P & \vdash (v \; \bar{v})P \mid \bar{v} \; \bar{v} m(\bar{u}) \mid P \}
\end{align*}

Giving the implicit renaming has removed all fresh name clash, let \( \bar{v} = v \cap \bar{u} \) and \( \bar{v} = v \sim \bar{v} \), then we have \( (v \; \bar{v})P = (v \; \bar{v})(v \; \bar{v})P \). From the structural congruence rules and transition rules, this transition is only possible when \( m \in \bar{v}, \; \bar{v} \subseteq \bar{v} \) and there exists some \( P \) such that \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) where \( \bar{v} = \bar{v} \). By rule \( \mathcal{R} \), \( \mathcal{R} \), and \( \mathcal{R} \), we have \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), and \( P = (v \; \bar{v})(P) \mid \bar{m}(\bar{u}) \) \( \mathcal{R} \), it matches \( (v \; \bar{v})P \mid \bar{v} \; \bar{v} m(\bar{u}) \mid P \}

\begin{align*}
(v \; \bar{v})P & \vdash (v \; \bar{v})P \mid \bar{v} \; \bar{v} m(\bar{u}) \mid P \}
\end{align*}

it is only possible when \( m \in \bar{v} \) and \( P \mid \bar{v} \; \bar{v} m(\bar{u}) \). Let \( P \mid \bar{v} \; \bar{v} m(\bar{u}) \mid P \}

\begin{align*}
(v \; \bar{v})P & \vdash (v \; \bar{v})P \mid \bar{v} \; \bar{v} m(\bar{u}) \mid P \}
\end{align*}

From \( P \sim Q' \), this implies
either \( Q^m(i)Q' \) and \( P' \rightarrow Q' \), then by rule tr_RES, \( (v \vec{v})Q^m(i)(v \vec{v})Q' \) and
\[ ((v \vec{v})P'((v \vec{v})Q') \in \mathcal{R} \text{ as required;}
\]
or \( \mathcal{R},Q' \) and \( P' \rightarrow \hbar(m(i))Q' \), then \( (v \vec{v})Q^\mathcal{R},(v \vec{v})Q' \) from rule tr_RES, and we have
\[ ((v \vec{v})P'((v \vec{v})(\hbar(m(i)))Q') \in \mathcal{R} \text{ as required.}
\]
By \( P' \rightarrow Q' \), we have \( \mathcal{R},Q' \), and by rule tr_RES, \( (v \vec{v})Q^\mathcal{R},(v \vec{v})Q' \) and
\[ ((v \vec{v})P'((v \vec{v})Q') \in \mathcal{R} \text{ as required.}
\]
Put them together, by the definition, \( \mathcal{R} \) is a \( \sim \) upto \( \equiv \).

**Proposition 4–33:** The responsive bisimulations are preserved by choice. That is, let \( \mathcal{S} \) be either \( \sim \) or \( \equiv \), then \( G_1G_2 \) implies \( (G_1+G_2)(G_1+G_2) \) for all \( G \).

**Proof:** The proof is trivial, since for both sides the first action must be an input action in any case.

**Proposition 4–34:** The responsive bisimulations are preserved by replication for autonomous processes. That is, let \( \mathcal{S} \) be either \( \sim \), or \( \equiv \), \( P \) and \( P \) be autonomous processes, then \( P,SP_2 \) implies \( \hbar(\vec{v}),P \| \hbar(\vec{v}),P \) for all input prefix \( \hbar(\vec{v}) \), and \( P,SP_2 \).

**Proof:** Let \( \mathcal{A} \) be the set of all safe processes in the environment concerned, \( \hbar(\vec{v}) \) be the set of all autonomous processes, first we show that both
\[ \mathcal{R},(R_i,P_i) \in ((v \vec{v}),P_i) \land (R,SP_2) \land (R,SP_2) \cup \mathcal{S} \text{ and}
\]
\[ \mathcal{R},(R_i,P_i) \in (v \vec{v},P_i) \land (R,SP_2) \land (R,SP_2) \cup \mathcal{S} \text{ are \( \mathcal{S} \) upto \( \equiv \), then this proposition can be concluded by restricting \( \mathcal{R} \equiv \hbar(\vec{v}),P_2 \). Here we only show these for strong case \( \mathcal{S} \subseteq \sim \), and the weak case can be proven similarly.}

For \( \mathcal{S} \), we write \( Q_i \equiv R_i \| \hbar(\vec{v}),P_i \) and \( Q_i \equiv R_i \| \hbar(\vec{v}),P_2 \), and exam all the possible transitions \( Q_i \) may take:
\[ Q_i^m(i)Q' \]; since \( R_i,R_i \in \mathcal{A} \) (this implies \( n \notin R \) \( R_i \)), it must be \( Q_i \equiv R_i \| P_i(\hbar(\vec{v})) \| \hbar(\vec{v}),P_i \) and we can have \( Q_i^m(i)Q'_i \) where \( Q'_i \equiv R_i \| P_i(\hbar(\vec{v})) \| \hbar(\vec{v}),P_i \). Write \( R'_i \equiv R_i \| P_i(\hbar(\vec{v})) \) and \( R'_i \equiv R_i \| P_i(\hbar(\vec{v})) \), since \( P_i \) and \( P_2 \) are autonomous, and therefore \( P_i(\hbar(\vec{v})) \) and \( P_i(\hbar(\vec{v})) \) are, then \( R_i,R_i \in \mathcal{A} \). By Proposition 4–30 and Proposition 4–29, \( R'_i \sim R'_i \), we have \( Q_i \equiv R_i \) \( Q'_i \in \mathcal{R} \);
\[ Q_i^m(i)Q' \]; where \( m \neq n \). It is only possible when \( R_i^m(i)R_i' \) and \( Q_i \equiv R_i \| \hbar(\vec{v}),P_i \). From \( R_i \sim R_i \), this implies:
\[ R_i^m(i)R_i' \sim R_i^m(i)R_i' \] and \( Q_i \equiv R_i' \| \hbar(\vec{v}),P_i \). Notice Lemma 4–27, we have \( R_i,R_i \in \mathcal{A} \), therefore \( Q_i \), \( Q'_i \in \mathcal{R} \);

\[ Q_i \equiv R_i \] where \( \alpha \) is a not-input action. It is only possible when \( R_i \alpha R_i' \) and \( Q_i \equiv R_i' \| \hbar(\vec{v}),P_i \). From \( R_i \sim R_i \), this implies \( R_i \alpha R_i' \), \( R_i' \sim R_i' \) and \( Q_i \equiv R_i' \| \hbar(\vec{v}),P_i \). Again \( R_i,R_i \in \mathcal{A} \) by Lemma 4–27, since \( \hbar(\vec{v}) \in \| \hbar(\vec{v}) \| R_i' \| \hbar(\vec{v}),P_i \) according to rule IStr_IND, we have \( \hbar(\vec{v}) \), \( \hbar(\vec{v}) \in \mathcal{R} \);

Put them together, since all the possible transitions \( Q_i \equiv R_i \) are covered by the above cases, by the definition of \( \sim \), we have \( \mathcal{R} \subseteq \sim \).

That \( \mathcal{R} \) is a \( \sim \) upto \( \equiv \) can be shown in a similar way.

**Proposition 4–35:** For autonomous processes, responsive bisimulations are congruences.

5 Discussion

5.1 Privatise message versus privatise input port

Some readers may wonder the need for the new term \([m(\bar{u})]P\); can the same effect be achieved by separating the scope of input and output polars, and configuring \(m\) as private? It cannot.

What \([m(\bar{u})]\) does in the term \([m(\bar{u})]P\) is to privatise neither polar \(m\) nor \(m\), but the message \(\bar{u}\). The input polar \(\eta_m\) has not consumed this message yet, and the output polar \(m\) can remain public so more messages can be sent via it. Especially, any message emitted via \(m\) by \(P\) itself must be considered as part of observation behaviour of \([m(\bar{u})]P\). The separating of polars’ scope has nothing to do with this issue, though may help in describing the concept of “safe process”. We chose not to include this separation because this may require introducing another operator, polar matching, which will increase the complexity of expressions rather than simplify them.

We may consider the difference between the term \([m(\bar{u})]P\) and \(m(\bar{u})\mid P\) as that, in the former \([m(\bar{u})]\) is a buffered message arriving from the channel \(m\) and waiting for \(P\) or its derivatives to pick it up (but not have to), while in the latter, the \(m(\bar{u})\) is an outgoing message to be buffered into the channel \(m\). From an external observer point of view, the sent message \([m(\bar{u})]\) in the former is invisible, while the message \(m(\bar{u})\) in the latter can be mistaken as an output from the target process \(P\). In this sense, we may read \([m(\bar{u})]P\) as “the behaviour of the black box \(P\) while provided with the test message \(\bar{u}\) via channel \(m\)”, and this behaviour depends on whether and when \(P\) or its derivatives are able to access the input port \(m\).

For some readers, the role of term \([m(\bar{u})]P\) can be understood as a weak responsive bisimulation of \((\forall n)(n(\bar{u})|\eta_m(n(\bar{u})))|P[n/\eta_m])\), which is directly concluded from Proposition 3-22. We believe that our choice on introducing the new term \([m(\bar{u})]P\) gives a clearer and simpler description of semantic than using \((\forall n)(n(\bar{u})|\eta_m(n(\bar{u})))|P[n/\eta_m])\).

The using of input polar \(\eta_m\) rather than output polar \(m\) in \([m(\bar{u})]\) is because that it is a message arriving from channel \(m\) rather than being sent to channel \(m\). It is also necessary for preventing an output polar substitution, caused by input prefixing, to change the testing result for the static behaviour of \(P\). Think of it in this way: \([m(\bar{u})]\) is a sent message, and you cannot change the destination address of mail after it is sent.

5.2 Delay of input versus delay of output

The asynchronous bisimulation in [Amadio96] emphasises the possible delay of message output (or more precisely, delays during the delivery), and considers message retransmission with the same communication channel as ignorable. Its definition written in the polar \(\pi\)-calculus is:

The (strong) asynchronous bisimulation is a (strong) \(\pi\)-bisimulation \(S\) for which whenever \(PSQ\)
then \(P[m(\bar{u})]P'\) implies either \(Q[m(\bar{u})]Q'\) and \(P'SQ'\), or \(Q\perp Q'\), and \(P'S(m(\bar{u})|Q)\).

The weak version is obtained by replacing transitions with weak transitions everywhere. We denote \(\sim\) and \(\approx\) be the largest strong and weak asynchronous bisimulation respectively.

Both the responsive bisimulation and asynchronous bisimulation describe asynchronous communication by allowing message delay. We do not include the asynchronous bisimulation for a couple of reasons:

1. We are interested in the delay of input rather than that of output;
2. To capture the delay of output, the asynchronous bisimulation allows competition on grabbing messages for the same input port, which can disturb the detection of responsive behaviours;
3. Combining both output delay and input delay will make the theory unnecessarily complicated.

The (strong) asynchronous bisimulation is a (strong) \(\pi\)-bisimulation \(S\) for which whenever \(PSQ\)
then \(P[m(\bar{u})]P'\) implies either \(Q[m(\bar{u})]Q'\) and \(P'SQ'\), or \(Q\perp Q'\), and \(P'S(m(\bar{u})|Q)\).

The weak version is obtained by replacing transitions with weak transitions everywhere. We denote \(\sim\) and \(\approx\) be the largest strong and weak asynchronous bisimulation respectively.

Both the responsive bisimulation and asynchronous bisimulation describe asynchronous communication by allowing message delay. We do not include the asynchronous bisimulation for a couple of reasons:

1. We are interested in the delay of input rather than that of output;
2. To capture the delay of output, the asynchronous bisimulation allows competition on grabbing messages for the same input port, which can disturb the detection of responsive behaviours;
3. Combining both output delay and input delay will make the theory unnecessarily complicated.

The (strong) asynchronous bisimulation is a (strong) \(\pi\)-bisimulation \(S\) for which whenever \(PSQ\)
then \(P[m(\bar{u})]P'\) implies either \(Q[m(\bar{u})]Q'\) and \(P'SQ'\), or \(Q\perp Q'\), and \(P'S(m(\bar{u})|Q)\).

The weak version is obtained by replacing transitions with weak transitions everywhere. We denote \(\sim\) and \(\approx\) be the largest strong and weak asynchronous bisimulation respectively.

Both the responsive bisimulation and asynchronous bisimulation describe asynchronous communication by allowing message delay. We do not include the asynchronous bisimulation for a couple of reasons:

1. We are interested in the delay of input rather than that of output;
2. To capture the delay of output, the asynchronous bisimulation allows competition on grabbing messages for the same input port, which can disturb the detection of responsive behaviours;
3. Combining both output delay and input delay will make the theory unnecessarily complicated.
In contrary, the responsive bisimulation concentrates on the delay of input. In the view of object-oriented programming, the delay in the delivery is not visible for either sender or receiver, and is also out of their control. The delay of input, however, is controllable for the receiver, and, as pointed out by [McHale94] and [Zhang98B], the existence of the interval between the event of a message arriving at an object and the event of the message processing starting, provides a synchronisation control point for concurrent objects. In other words, the responsive bisimulation is quite natural for compositional objects.

The asynchronous bisimulation and the responsive bisimulation overlap, but neither contains the other. For example, given \( m \in \text{fin}(P) \), then the processes \( \text{fin} \cdot m \cdot P \) and \( P \) are clearly weakly asynchronous bisimilar, but not weakly responsive bisimilar, while the processes \( \forall n \langle m \cdot n \mid k \cdot n \cdot P \rangle \) and \( k \cdot m \cdot P \) are clearly weakly responsive but not asynchronous bisimilar. The result given by Proposition 3.22, as a counterpart of the notion of non-blocking input prefix, becomes irrelevant in the polar π-calculus, because an unbound synchronisation is no longer considered as a τ action, as discussed in Remark 2.3. Apart from this, the major difference between \( \sim \) and \( \sim_1 \), which has some structural similarity, is that, \( \sim_1 \), examines how processes respond to various inputs by filtering out the effects of the environment’s behaviour, whereas \( \sim_1 \), treats processes as part of the environment during the testing.

5.3 Message localisation verses non-blocking input prefix

Though the localisation term \( [m(\tilde{u})]P \) seem not familiar for most of readers, there is a comparable concept. The notion of non-blocking input prefix was introduced by [Parrow97] and [Victor98], and was adopted by [Merr98] where it is also called “delayed input prefix” for a term \( m(\tilde{x})P \). While there are some similarity in the structure of their inference rules, the concepts are different. First, the box \( [m(\tilde{u})] \) in \( [m(\tilde{u})]P \) represents a particular message buffered in channel \( m \), and \( \tilde{u} \) are free names in \( [m(\tilde{u})]P \), and \( P \) does not have to have the ability to consume this message. In contrast, \( m(\tilde{x})P \) indicates the potential ability of inputting any message from channel \( m \) while it does not prevent \( P \) to perform other actions which are not along bound names \( \tilde{x} \). Second, \( [m(\tilde{u})]P \) describing an environment state for testing the responsive behaviour of process \( P \), while \( m(\tilde{x})P \) tries to model a process behaviour itself.

5.4 Process safety verse name hidden

Since the responsive bisimulation is mostly useful only for safe processes, which own the receptors they use, a question arises: can the same effect of the responsive bisimulation be achieved by limiting which names or polars can be visible in a bisimulation relation? We are not seeking such an approach because the following difficulties, among many others:

1. A bisimulation relation associating with certain names is not useful in comparing processes behaviour in generic. For example, to infer the behaviour similarity between \( P \mid R \) and \( Q \mid R \) from that between \( P \) and \( Q \), the names associated may have to be changed, that is, they cannot be measured under the same kind of relation.
2. The both sets of the names which a process own and does not own the input polar are dynamic and infinite during the course of reduction. For example, the reduction from \( \forall n \langle m \cdot n \mid [\forall n]m(\tilde{n}) \rangle P \) may add a new public name \( n \), to the owned name set.
3. An output action \( m(\tilde{u}) \), performed by the target process should always be observed for determining the responsive behaviour, no matter whether the target process own the input polar \( m \) or not. Therefore no such a name \( m \) or polar \( m \) should be hidden.
5.5 Relation of the responsive bisimulation with some conventional bisimulations

Since the polar π-calculus is a subcalculus of the asynchronous π-calculus, generic properties concluded from the full domain of the asynchronous π-calculus can also apply to the polar π-calculus in its shrunken domain. For example, the ground bisimulation, early, late and open bisimulations all coincide in the asynchronous π-calculus, as well as in the polar π-calculus. The asynchronous π-calculus itself, as pointed out in [Amadio96], is a subcalculus of the standard π-calculus, with the restrictions that outputs cannot be used as prefix or on a choice point. Therefore, generic properties concluded from the standard π-calculus can also apply to the asynchronous π-calculus and the polar π-calculus.

One of the conclusions from [Amadio96] is that, the ground, early, late and open bisimulations all coincide in the asynchronous π-calculus. Similar results can also be concluded for the polar π-calculus.

To keep the syntactical consistence, we redefine those similar bisimulation relations in the polar π-calculus.

**Definition 5–36:** The (strong) **ground bisimulation** is a (strong) πη-bisimulation S if whenever \( P \xrightarrow{\sigma} Q \) then \( P \xrightarrow{m} Q \) implies either \( Q \xrightarrow{\tau} Q' \). And the weak ground bisimulation is obtained by replacing transitions with weak transitions everywhere. We denote \( \sim \) and \( \approx \) be the largest strong and weak ground bisimulation respectively. Clearly, \( \sim \subseteq \approx \).

This definition has adopted the ground style of [Sangiorgi95], that is, no name substitution is needed in the input clause.

**Lemma 5–37:** ground bisimulations are preserved by output polarity name substitution.

**Proof:** Similar to that for Proposition 4-30, except no need to check the cases involving localisation. □

**Definition 5–38:** The (strong) **early bisimulation** is a strong πη-bisimulation S if whenever \( P \xrightarrow{\sigma} Q \) then \( P \xrightarrow{\tau} P' \) implies \( \forall y \exists Q' \) s.t. \( Q \xrightarrow{\tau} Q' \) and \( P \xrightarrow{m} Q \xrightarrow{\tau} Q' \).

The (strong) **late bisimulation** is a strong πη-bisimulation S if whenever \( P \xrightarrow{\sigma} Q \) then \( P \xrightarrow{\tau} P' \) implies \( \exists Q' \) s.t. \( Q \xrightarrow{\tau} Q' \) and \( \forall y \ (P \xrightarrow{m} Q \xrightarrow{\tau} Q') \).

The (strong) **open bisimulation** is a strong πη-bisimulation S if whenever \( P \xrightarrow{\sigma} Q \) then for any output substitution \( \sigma = \{y \mid x \} \), \( P \xrightarrow{m} Q \xrightarrow{\tau} Q' \).

The weak versions of those bisimulations are obtained by replacing transitions with weak transitions everywhere. We denote the largest strong early, late and open bisimulations with \( \sim \) and \( \approx \) respectively, and denote the largest weak early, late and open bisimulation with \( \approx \), \( \approx \) and \( \approx \), respectively.

**Lemma 5–39:** Ground, early, late and open bisimulations all coincide.

**Proof:** The proof is trivial. Let \( S \) be strong (or weak) ground bisimulation. Let \( S \) be any of strong (or weak, respectively) early bisimulation, late bisimulation or open bisimulation, then we get

\[ P \xrightarrow{\sigma} Q \] implies \( P \xrightarrow{\sigma} Q \) by letting \( y = u \);

\[ P \xrightarrow{\sigma} Q \] implies \( P \xrightarrow{\sigma} Q \) by applying Lemma 5-37. □

**Corollary 5–40:** The ground bisimulations are responsive bisimulations, that is, \( \sim \subseteq \approx \) and \( \approx \subseteq \approx \).

**Proof:** Directly concluded from the comparison of their definitions.

The Figure 5-1 shows the relations between some bisimulations in the polar π-calculus, where the arrow means “is a subset of”.

![Figure 5-1](attachment:image)
6 Application

With the responsive bisimulation, behavioural equivalence can be recovered for compositional objects. As already pointed out, the objects $O_1$ and $O_2$ of Figure 1-1 are behaviourally the same in the client’s eyes, which now can be expressed as $O_1 \approx O_2$. Also, for the mailroom example, whether a tenant is “good” or “bad” will be no longer decided where his mailbox is located.

Generally, with the idea of [Zhang98A], let I be the index set, $I_1, I_2, \ldots, I_k$ be disjoint subsets of I where $I_1 \cup I_2 \cup \ldots \cup I_k = I$, then the functional behaviour of a concurrent object and a control process can be modelled in the polar $\pi$-calculus respectively as

$$F \triangleq \langle \tilde{m} \rangle \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}).M_i,$$

where $M_i$ represents the body of the $i^{th}$ method;

$$C \triangleq \langle \tilde{m}, \tilde{n} \rangle (\langle C_1 \mid \ldots \mid C_k \rangle),$$

where each $C_i$ has the form of either $C_i \triangleq \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}).m_i(\tilde{x})$ or $C_i \triangleq \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}).m_i(\tilde{x})$.

Then when composing $C$ with $F$, we have $(\langle \tilde{m} \rangle)(C(\tilde{n}, \tilde{m})).F(\tilde{n}) \approx_i R$ where

$$R \triangleq R_1 \mid R_2 \mid \ldots \mid R_n,$$

with each $R_k$ has the form of either $R_k \triangleq \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}).M_i$ or $R_k \triangleq \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}).M_i$.

In other words, the control process $C$ defines the exclusion behaviour for methods separately from the functional behaviour $F$, and both are enforced in the composed object.

The above is only a simplified description. In the more sophisticated model ([Zhang98A], [Zhang98C]), a scheduler for each method is contained in the unified form of control elements: $C_i = \sum_n \tilde{n}_n(\tilde{x}_n, \tilde{y}_n, \tilde{z}_n) \langle \nu \tilde{y} \tilde{m} \rangle S_n$, where $\tilde{y}$ are the parameters (i.e., the message) of the function call, $s, r, t$ are signal channels for the synchronisation points during the method execution: start, value return, and termination respectively. The follows are three scheduler examples:

$S' \triangleq S_n \mid m_i(\tilde{n}_i, \tilde{y}_m, \tilde{m}_i).s_m.\tilde{y}_m.(\tilde{r}_n(\tilde{u}) \mid \tilde{n}_i \mid C_i)$

-- Mutually exclusive;

$S'' \triangleq S_n \mid m_i(\tilde{n}_i, \tilde{y}_m, \tilde{m}_i).s_m.\tilde{y}_m.(\tilde{r}_n(\tilde{u}) \mid \tilde{n}_i \mid C_i)$

-- Mutually exclusive with early return;

$S'' \triangleq S_n \mid C_i \mid m_i(\tilde{n}_i, \tilde{y}_m, \tilde{m}_i, \tilde{z}_n).s_m.\tilde{y}_m.(\tilde{r}_n(\tilde{u}) \mid \tilde{n}_i \mid C_i)$

-- Non-exclusive, non-constraint.

Here the role of $C_i$ in the $S_i$ expressions can be regarded as the “unlock point”. [Zhang98C] and [Zhang98D] have shown that, from the unlock scheduling point of view, the number of $S_i$ types is finite, and the composition effects can also be grouped to a finite number of types, which can be useful for compile time reasoning and code optimisation.

In [Zhang98C] and [Zhang98D] the concurrent object model is described using the $\kappa$-calculus ([Zhang98A]), which is much more expressive and flexible on behaviours composition/absorption. Also, more complicated controls can be described in the same unified form, and unlock points $C_i$ will no longer have to appear in $S_i$ expression explicitly. However, this is out of the scope of this paper.

To investigate the properties of object composition further, we need some more terminologies and symbols.

**Definition 6-41**: A safe process $P$ is an object component process with source set $\tilde{m}$, where $\tilde{m} = \hat{m}(P)$, if $P \not\subseteq m_i$ for all $m_i \notin m$.

The object component process $C$ with source set $\tilde{n}$ is a control process with socket set $\tilde{m}$ and plug set $\tilde{n}$, if $\tilde{n} \subseteq \hat{m}(C)$, $\tilde{m} \cap \tilde{n} = \emptyset$, and for each $i$ where $\tilde{n}_i \notin \tilde{m}$ and $m_i \notin \tilde{n}$, there exists some processes $\tilde{C}_i$, $\tilde{C}_i'$ and action sequence $\tau$ satisfying $\{ \tilde{n}, \tilde{m} \} \cap \hat{m}(\tau) = \emptyset$, such that $C(\tilde{n}, \tilde{m}, C_1, X, C_2)$ and $C_1 \not\subseteq C_2$ and $C_1 \not\subseteq C_2$.

We define the generic empty control process as $E \triangleq \langle \tilde{n}, \tilde{m} \rangle \bigwedge_{i \in I} \tilde{n}_i(\tilde{x}), m_i(\tilde{x})$

Given a control process $D$ with socket set $\tilde{x}$ and plug set $\tilde{y}$ and an object component process $Q$ with source set $\tilde{z}$, let $C \triangleq (\tilde{x}, \tilde{y}) D$ and $P \triangleq (\tilde{z}) Q$, then we denote $(\tilde{m}(\tilde{n}(\tilde{r}))(C(\tilde{n}, \tilde{m}), P(\tilde{n})))$ with the abbreviation $C_{\tilde{x}} P$, for all $\tilde{m}$ and $\tilde{n}$ where $\{ \tilde{m}, \tilde{n} \} \cap \hat{m}(D) = \emptyset$ and $\{ \tilde{m}, \tilde{n} \} \cap \hat{m}(Q) = \emptyset$.

One of the desired properties of the composition is the identity law. With ground bisimulation, [Zhang98A] has proven the identity law on the right $C_{\tilde{x}} E \approx \tilde{x} C$, but the left identity law ($E_{\tilde{x}} C \approx \tilde{x} C$) is not generally
true. With the responsive bisimulation, however, the identity law holds for both sides: \( E \succeq C \approx_1 C \succeq E \approx_1 C \), proven by [Zhang01C]. This property not only gives mathematical elegance, or reflects the fact that adding an empty behaviour to a server object will make no difference in the clients’ eyes, but more importantly, it means that we can always add new constrains to the existing control with relatively simple composition, without introducing unexpected side effect in behaviour. For example, assume the control process \( C_1 \) describes and only describes the exclusion between \( \hat{m}_1 \) and \( \hat{m}_2 \), and the control process \( C_2 \) describes and only describes the exclusion between \( \hat{m}_2 \) and \( \hat{m}_3 \), then \( C_1 \succeq C_2 \) will provide both exclusion between \( \hat{m}_1 \) and \( \hat{m}_2 \), and that between \( \hat{m}_2 \) and \( \hat{m}_3 \), but no other exclusion will be accidentally added or removed.

Figure 6-1 shows some more examples using the identity law in compositional object modelling. The example shown in the left diagram indicates that the same effect of this control can be constructed in three different ways: using the empty control \( E \) to extend the scope of controller \( C \) to \( \hat{m} \), adding the constraint described by \( C \) to the empty control \( E \), using two independent controllers \( C \) and \( E_0 \).

Another proven property of composition is the association law, held by both ground bisimulation ([Zhang98A]) and the responsive bisimulation ([Zhang01C]), that is: \( (C_1 \succeq C_2) \succeq C_3 \approx_1 C_1 \succeq (C_2 \succeq C_3) \) and \( (C_1 \succeq C_2) \succeq C_3 \approx_1 (C_1 \succeq C_2) \succeq C_3 \).

7 Conclusion

This paper has presented the responsive bisimulation, which can capture responsive behavioural equivalence between compositional concurrent objects, by allowing the delay of input actions. For object systems, where input name clash can be eliminated, the responsive bisimulations are preserved by parallel composition, output name substitution and choice, and can even be congruence.

The responsive bisimulation can be understood in different ways. Apart from the view of “input delay”, another view is that, when testing the behaviour of the target object, or black box, the only precondition we need to know is what messages have been provided to it, and the only postcondition we should examine is the response from the target object. We have proven these different views are equivalent.

With the responsive bisimulation, we can have a broader and more generic study of the behaviour of concurrent components, where existing bisimulations fail to give us the desired equivalence. Our approach enables us to establish a theory of concurrent objects with elegant compositional properties and provides a semantic basis for an extension to concurrent object-oriented programming languages.
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