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Abstract

Hierarchical graphs and clustered graphs are useful non-classical graph models for structured
relational information. Hierarchical graphs are graphs with layering structures; clustered graphs
are graphs with recursive clustering structures. Both have applications in CASE tools, software
visualization, and VLSI design. Drawing algorithms for hierarchical graphs have been well
investigated. However, the problem of planar straight-line representation has not been solved
completely. In this paper, we answer the question: does every planar hierarchical graph admit
a planar straight-line hierarchical drawing? We present an algorithm that constructs such
drawings in linear time. Also, we answer a basic question for clustered graphs, that is, does
every planar clustered graph admit a planar straight-line drawing with clusters drawn as convex
polygons? We provide a method for such drawings based on our algorithm for hierarchical
graphs.

Keywords: Computational geometry, automatic graph drawing, hierarchical graph, clustered
graph, straight-line drawing.

1 Introduction

A graph G = (V,E) consists of a set V of vertices and a set E of edges, that is, pairs of vertices.
Graphs are commonly used to model relations in computing, and many systems for manipulating
graphs have recently been developed. Examples include CASE tools [55], knowledge representation
systems [31], software visualization tools [54], and VLSI design systems [26]. A graph drawing
algorithm reads as input a combinatorial description of a graph, and produces as output a visual
representation of the graph. Such algorithms aim to produce drawings which are easy to read and
easy to remember. Many graph drawing algorithms have been designed, analyzed, tested and used
in visualization systems [2, 33].

With increasing complexity of the information that we want to visualize, we need more structure
on top of the classical graph model. Several extended graph models have been proposed [5, 26, 35,
49, 50]. In this paper, we consider two such models:
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Figure 1: An example of a hierarchical graph.

• Hierarchical graphs are graphs with vertices assigned to layers. Hierarchical graphs appear in
applications where hierarchical structures are involved [24, 50]. For example, Figure 1 shows
a prerequisite diagram for subjects in a Bachelor’s degree in Computer Science; an edge from
a to b means that a is a prerequisite of b, and each layer represents a semester of study. In
the example of Figure 1, the vertices are assigned to layers for semantic reasons. In other
examples, the layer assignment is chosen to improve the readability of the drawing; see, for
example, [11].

• Clustered graphs are graphs with recursive clustering structures which appear in many struc-
tured diagrams [26, 34, 35, 49]. For example, Figure 2 shows a relational diagram of some
organizations in New South Wales; an edge between a and b indicates a joint project between
a and b, and each cluster represents a group of organizations.

Both hierarchical graphs and clustered graphs have the power of representing certain additional
structures required by applications. The drawings of hierarchical graphs and clustered graphs
should reflect these structures, and therefore must meet additional constraints.

A graph G = (V,E) is drawn by specifying a location in the plane for each vertex in V and
a route (a simple Jordan curve) for each edge in E. The drawing is planar if no pair of edge
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Figure 2: An example of a clustered graph.

routes cross, and the graph is planar if it admits a planar drawing. The planarity property has
been the object of much of Graph Theory. For visualization purposes, it is well established that
edge crossings significantly inhibit readability [40], and many algorithms for constructing planar
drawings have been developed [2, 33].

A hierarchical graph is drawn with vertices of a layer on the same horizontal line, and edges as
curves monotonic in y direction. A hierarchical graph is hierarchical planar (h-planar) if it admits a
drawing without edge crossings. Algorithms for testing hierarchical planarity are presented in [29].

For a clustered graph, the clustering structure is represented by a closed curve that defines a
region. The region contains the drawing of all the vertices which belong to that cluster. A clustered
graph is compound planar (c-planar) if it admits a drawing with no edge crossings or edge-region
crossings. Algorithms for testing compound planarity are presented in [25, 22, 20].

The hierarchical structure in hierarchical graphs imposes constraints on the y-coordinate, since
all vertices of the same layer have to be drawn on exactly the same horizontal line. However, there
are no constraints on the other dimension, that is, the x-coordinate. The clustering structure in
clustered graphs can be viewed as constraints on both dimensions, that is, all vertices of the same
cluster are restricted to a region.

One of the basic graph drawing conventions consists of representing edges as straight-line seg-
ments. The straight-line drawing convention is widely used in visualization. Graph drawing systems
such as the Graph Layout Toolkit [46], GraphEd [28] and Diagram Server [3] contain a module
for creating straight-line drawings of classical graphs. Intuitively, the eye can follow a straight-line
easily; Sugiyama [48] and Batini [51] list straightness of lines as an important aim for graph drawing
algorithms. This intuition has been confirmed by human experiments [41, 40]. Consequently, the
straight-line drawing convention is one of many important modern aesthetic criteria [2] in graph
drawing. More importantly, there are several general methods for drawing graphs which begin
by adding dummy vertices on edges and then apply a straight-line drawing algorithm. This de-
mand has spawned a considerable amount of attention to straight-line drawings in the research
community.

For classical graphs, it is well known that every planar graph admits a straight-line drawing
without edge crossings [18, 47, 53]. Tutte [52] proved that every triconnected planar graph ad-
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mits a planar straight-line drawing where all the face boundaries are drawn as convex polygons.
Algorithms for such drawings have also been investigated by Chiba et al. [8, 9]. More recently,
efficient algorithms for planar straight-line drawings were developed by de Fraysseix et al. [23],
Schnyder [45], Chrobak [10] and Kant [32]. These recent methods show that every planar graph
admits a straight-line drawing in which each vertex is located at an integer grid point and the whole
drawing uses O(n2) area.

In this paper, we investigate the problem of drawing both hierarchical graphs and clustered
graphs with straight-line edges such that there are no crossings (edge crossings, edge-region cross-
ings). The first question we address is of fundamental significance for drawing hierarchical graphs:
does every planar hierarchical graph admit a planar straight-line hierarchical drawing? While many
algorithms have been developed to draw hierarchical graphs [7, 11, 12, 24, 38, 43, 50], they all intro-
duce bends to route the edges, and the basic problem of planar straight-line drawings has not been
solved completely. It has been shown by Di Battista and Tamassia [4] that every planar st-graph
admits an upward drawing, that is, a drawing where all arcs are drawn as straight-line segments
pointing upward. However, the problem for hierarchical graphs is different, because we have more
constraints: vertices of the same layer should be drawn on the same horizontal line and the layers
should be an equal distance apart. A method to construct straight-line drawings of planar hier-
archical graphs was presented by Eades, Lin and Tamassia [15]. They use a technique similar to
that in [52] by Tutte, finding the position for every vertex in a global manner. In their algorithm,
dummy vertices are added to transform an edge that spans more than two layers to a sequence of
edges, each of which spans two consecutive layers. In fact, by the convexity of the drawing, the
dummy vertices do not produce bends. The problem with the algorithm of [15] is that it only works
for a special class of hierarchical graphs.

Here we present an algorithm that works for any planar hierarchical graphs. We use a divide
and conquer approach, finding the position for every vertex in a recursive manner. The core of the
algorithm is finding a suitable partition of the graph.

The second question addressed in this paper is for clustered graphs: does every planar clustered
graph admit a planar straight-line drawing with clusters drawn as convex polygons? An algorithm
for straight-line drawing of clustered graphs has been presented by Feng, Cohen, and Eades [20].
Again, however, it only applies to a special class of graphs with a certain strong connectivity
property. In particular, it only applies to planar clustered graphs where every cluster induces a
connected planar subgraph.

The rest of the paper is organized as follows. In section 2, we present some terminology for
hierarchical graphs. In section 3, we prove that every planar hierarchical graph admits a planar
straight-line drawing. A linear time algorithm that produces such drawings is presented. We
introduce the clustered graph model in section 4. In section 5, we show that every planar clustered
graph admits a planar straight-line convex cluster drawing. This is accomplished by transforming
clustered graphs into hierarchical graphs. Based on this, we present an algorithm that computes
such drawings in linear time in terms of the output size. In section 6, we discuss some examples,
and pose some open problems.

2 Hierarchical Graphs

In this section we introduce the terminology, and some fundamental properties of hierarchical
graphs.

A directed edge with a tail u and a head v is denoted by (u, v). A hierarchical graph H =
(V,A, λ, k) consists of a directed graph (V,A), a positive integer k, and, for each vertex u, an
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integer λ(u) ∈ 1, 2, . . . , k, with the property that if (u, v) ∈ A, then λ(u) < λ(v). For 1 ≤ i ≤ k,
the set {u | λ(u) = i} is the ith layer of H and is denoted by Li. The span of an edge (u, v) is
λ(v)− λ(u). An edge of span greater than one is long, and a hierarchical graph with no long edges
is proper. For each vertex v in H, denote {u ∈ V | (v, u) ∈ A} by V +

H (v) and {u ∈ V | (u, v) ∈ A}
by V −

H (v). A vertex v is called a source (respectively sink) if V −
H (v) = ∅ (respectively V +

H (v) = ∅).
For a non-sink vertex v, a vertex w ∈ V +

H (v) is called an up-neighbor of v. Further, w is called
the highest up-neighbor if λ(w) = max{λ(u) | u ∈ V +

H (v)}. Similarly, for a non-source vertex v,
a vertex w ∈ V −

H (v) is called a down-neighbor of v, and w is called the lowest down-neighbor if
λ(w) = min{λ(u) | u ∈ V −

H (v)}.
A drawing of a graph G = (V,E) assigns a position p(v) = (x(v), y(v)) to each vertex v ∈ V and

a curve joining p(u) and p(v) to each edge (u, v) ∈ E. A hierarchical graph is conventionally drawn
with layer Li on the horizontal line y = i (that is, y(v) = λ(v) for all vertices v), and edges as
curves monotonic in y direction. If no pair of non-incident edges intersect in the drawing, then we
say it is a hierarchical planar (h-planar) drawing. Note that a non-proper hierarchical graph can be
transformed into a proper hierarchical graph by adding dummy vertices on long edges. It is easily
shown that a non-proper hierarchical graph is h-planar if and only if the corresponding proper
hierarchical graph is h-planar. A hierarchical planar embedding of a proper hierarchical graph is
defined by the ordering of vertices on each layer of the graph. Note that every such embedding
has a unique external face. Also note that every proper h-planar graph admits a straight-line
hierarchical drawing, that is, a drawing where edges are drawn as straight-line segments. However,
for non-proper hierarchical graphs, the problem is not trivial, since no bends are allowed on long
edges.

A plane graph refers to a planar graph embedded in the plane. In other words, a plane graph
contains a planar graph and a planar embedding with a specified external face. We call a plane
embedded hierarchical graph a hierarchical plane graph. If a hierarchical plane graph has only one
source s and one sink t, then we call it a hierarchical-st plane graph. Observe that a hierarchical-st
plane graph is a connected graph, and its source s and sink t must lie on the bottom layer and
the top layer, respectively. In Section 3.2, we will show that every hierarchical plane graph can be
extended to a hierarchical-st plane graph by adding O(n) new vertices and edges.

The embedding of a hierarchical plane graph H determines, for every vertex v, a left-right
relation among up-neighbors of v (see Figure 3). The head w of the rightmost (respectively leftmost)
edge outgoing from v is called the right up-neighbor (respectively the left up-neighbor) of v, and is
denoted by r+

H(v) (respectively ℓ+
H(v)). The right down-neighbor r−H(v) and the left down-neighbor

ℓ−H(v) of v are defined analogously.
Hierarchical graphs are directed graphs and thus we can borrow much of the standard termi-

nology of graph theory [6]. The terms “path”, “cycle”, and “biconnectivity”, when applied to a
directed graph in this paper, refer to the underlying undirected graph. Note that we are interested
in only simple cycles in this paper. To denote a cycle of a plane graph, we use the sequence of
vertices on the cycle in clockwise order. For a cycle or path P = (v1, v2, . . . , vk), an edge between
two non-consecutive vertices in P is called a chord of P (see Figure 4(a)). A cycle or path is called
chordless if it has no chord. In hierarchical graphs, edges are directed from a lower layer to a higher
layer. A path is called monotonic if the directions of the edges do not change along the path. In
other words, a path is monotonic if the layer increases (or decreases) as we go along the path (see
Figure 4(b)). Note that from a vertex v, a monotonic and chordless path from v to a sink can
be obtained by traversing the highest up-neighbors one after another. Similarly, a monotonic and
chordless path from a source to v can be found by tracing the lowest down-neighbors from v.

The following lemma gives some basic properties of the biconnected components of hierarchical-
st plane graphs. Essentially it implies that, for hierarchical-st plane graphs, we can restrict our
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attention to the biconnected components.

Lemma 1 Let H = (V,A, λ, k) be a hierarchical-st plane graph, then:

(a) Every biconnected component of H is also a hierarchical-st plane graph.

(b) Suppose that B1 and B2 are two biconnected components of H, and for i = 1, 2, the source of
Bi is si and the sink is ti. Then max (λ(s1), λ(s2)) ≥ min (λ(t1), λ(t2)) .

(c) H has a planar straight-line hierarchical drawing if and only if each of its biconnected com-
ponents has a planar straight-line hierarchical drawing.

Proof: Let s and t be the source and sink of H, respectively.
(a) Let B be a biconnected component of H. The hierarchical planarity of B is inherited from

H. Then it suffices to show that B has only one source and one sink. Suppose that B has two
sources s1 and s2. Then H has two monotonic paths P1 from s to s1 and P2 from s to s2. Hence
these paths have a common vertex w such that the sub-path of P1 from w to s1 and the sub-path
of P2 from w to s2 are disjoint except for w (as in Figure 5). Consequently, all vertices on these two
sub-paths belong to the same biconnected component B. This however contradicts the assumption
that s1 is a source of B. Similarly, we can show that B has a single sink.

(b) Since B1 and B2 are biconnected components of H, we can conclude from (a) that B1

and B2 are hierarchical-st plane graphs. Clearly, H has a monotonic path from s to s1 and
a monotonic path from s to s2 in H. These give rise to a path Ps = (s1, . . . , s, . . . , s2) (not
necessarily monotonic); and for every vertex w on Ps, λ(w) ≤ max{λ(s1), λ(s2)} holds. Similarly,
H also has a path Pt = (t1, . . . , t, . . . , t2), and for every vertex z on Pt, λ(z) ≥ min{λ(t1), λ(t2)}
holds. If max{λ(s1), λ(s2)} < min{λ(t1), λ(t2)}, then we see that Ps and Pt must be disjoint (see
Figure 6). This, however, implies that B1 and B2 belong to the same biconnected component of
H, contradicting our assumption. Therefore max{λ(s1), λ(s2)} ≥ min{λ(t1), λ(t2)}.

(c) The only-if-part is immediate. We show the if-part. From the above (b), we see that the
layers of every pair of biconnected components of H do not overlap except at the layer of their
common vertex (that is, a cut vertex). Therefore, if each biconnected component of H has a planar
straight-line hierarchical drawing, then we can construct a planar straight-line hierarchical drawing
of H as a “chain” of the drawings of its biconnected components, as in Figure 7.
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Figure 7: Drawing a chain of biconnected components.
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From the above lemma, we can assume that a given hierarchical-st plane graph is biconnected,
which implies that its external face is bounded by a simple cycle (except for the trivial case that
the graph consists of a single edge or a single vertex).

In the next section, we present a method for dividing a biconnected hierarchical-st plane graph
H into parts. The following lemma allows us to infer properties of the parts from the properties of
H.

Lemma 2 Let H be a hierarchical-st plane graph which is biconnected, and has the external facial
cycle C = (v1, . . . , vk, v1). Suppose that P = (vi, w1, . . . , wl, vj) is a monotonic path from vi to vj in
H, and the vertices of P are not on C except vi and vj . Let H1 and H2 be the two subgraphs bounded
inside by cycles C1 = (v1, . . . , vi, w1, . . . , wl, vj , . . . , vk, v1) and C2 = (vi, . . . , vj , wl, . . . , w1, vi) inclu-
sive. Then H1 and H2 are hierarchical-st plane graphs and are biconnected (see Figure 8).

j

1

i

2 1

k

v

v
v

v

H

H

w
lw

v

1

2

Figure 8: Illustration for Lemma 2.

Proof: The hierarchical planarity of H1 and H2 is immediate. Since P = (vi, w1, . . . , wl, vj) is
monotonic, both H1 and H2 have a single source and a single sink, respectively. The biconnectivity
of H1 and H2 is immediate. 2

3 Straight-Line Hierarchical Drawings

In this section, we show that given a hierarchical plane graph, a planar straight-line hierarchical
drawing can be computed in linear time.

We apply a divide and conquer approach: divide the hierarchical graph into subgraphs, compute
the drawings of the subgraphs, and obtain a drawing of the graph by combining the drawings of
the subgraphs. The key part of this approach is to find a suitable partition.

For this purpose, we first assume that a given hierarchical plane graph satisfies two properties:
(i) the boundary of the external face has a simple cycle and (ii) the boundary of every non-
external face consists of exactly three edges. Such a hierarchical-st plane graph is called a triangular
hierarchical-st plane graph.

Section 3.1 presents a proof, using the divide and conquer approach, that every triangular
hierarchical-st plane graph admits a straight-line drawing. Based on the proof, Section 3.2 provides
a straight-line drawing algorithm which runs in linear time. Further, in Section 3.2.1 we show that
any hierarchical plane graph can be extended to a triangular hierarchical-st plane graph by adding
O(n) dummy vertices and edges in linear time.
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Figure 9: (a) Dividing into two parts along a chord, and (b) dividing into three parts.

3.1 Straight-line drawings of triangular hierarchical-st plane graphs

In this section we show that every triangular hierarchical-st plane graph admits a straight-line
drawing with a prescribed convex polygon as its external face.

To describe the correspondence between the prescribed polygon and the external face, we need
some terminology. An apex of a polygon is a geometric vertex of a convex polygon, that is, a vertex
such that the two line segments incident to it form an angle not equal to 180 degrees. Let H be
a hierarchical-st plane graph, let cycle C be the cycle of its external face. Note that there can be
vertices of C which are not drawn as apexes of the polygon which forms the external face. If C has
a chord (u, z) such that no vertex of C between u and z is at an apex, then a straight-line drawing
would require that the edge (u, z) overlap with edges on C. To help with this problem, we introduce
some concepts. Let polygon P be a straight-line hierarchical drawing of cycle C. We say that P is
feasible for H if the following conditions hold:

• P is a convex polygon.

• If cycle C has a chord (u, z), then on each of the two paths of cycle C between u and z, there
exists a vertex v which is drawn as an apex of polygon P .

We present a divide and conquer approach. For a given triangular hierarchical-st plane graph,
we distinguish two situations, illustrated in Figure 9.

• If the external facial cycle has a chord (u, z), then we simply divide the graph into two parts
with (u, z) in common. The input polygon is divided with a straight line between p(u) and
p(z). Using Lemma 2, we apply recursion.

• If the external facial cycle has a no chord, then we find a vertex w not on the external
facial cycle, such that there are three monotonic and chordless paths that connect w with
the external facial cycle. We then divide the graph and the polygon into three parts; using
Lemma 2 twice, we apply recursion.

The following lemma guarantees that such a partition always exists in a triangular hierarchical-
st plane graph.

Lemma 3 Let H be a triangular hierarchical-st plane graph with n ≥ 4 vertices and with source s

and sink t, and let C be the external facial cycle of H. Let v(6= s, t) be a vertex on the right path
from s to t along C. Then

10



(i) If both ℓ−H(v) and ℓ+
H(v) are on C, then one of (ℓ−H(v), ℓ+

H (v)), (v, ℓ+
H(v)) and (ℓ−H(v), v) must

be a chord on C.

(ii) If a vertex w ∈ {ℓ−H(v), ℓ+
H (v)} is not on C, then for some vertices u, z(6= v) on C, there

are two monotonic and chordless paths Pu,w = (u, . . . , w) and Pw,z = (w, . . . , z), where all
vertices in Pu,w and Pw,z other than u and z are not on C.

Proof: Since H is triangulated, three vertices v, ℓ−H(v) and ℓ+
H(v) form a triangle, where λ(ℓ−H(v)) <

λ(v) < λ(ℓ+
H(v)) holds.

(i) Assume that both ℓ−H(v) and ℓ+
H(v) are on C. Then it is immediate that either (ℓ−H(v), ℓ+

H (v))
or (v, ℓ+

H (v)) or (ℓ−H(v), v) is a chord on C.
(ii) Assume that a vertex w ∈ {ℓ−H(v), ℓ+

H(v)}, say w = ℓ+
H(v) is not on C. To find a path

Pw,z = (w, . . . , z) from w to a vertex z on C, we traverse the highest up-neighbors from w until we
come across a vertex z on C. Clearly, z 6= v, and the path is monotonic and chordless. Similarly,
we choose a path Pu,w = (u, . . . , w) by traversing the lowest down-neighbors from w until we reach
a vertex u on C. Clearly, Pu,w is monotonic and chordless. We see that u 6= v, because v is not the
lowest down-neighbor of w = ℓ+

H(v) by ℓ−H(v) ∈ V −
H (w) and λ(ℓ−H(v)) < λ(v) < λ(ℓ+

H(v)). The case
that ℓ−H(v) is not on C can be treated analogously. 2

Clearly, the above lemma holds for the case that v is on the left path from s to t along C, by
replacing ℓ−H(v) and ℓ+

H(v) in the statement with r−H(v) and r+
H(v), respectively. Next we prove the

main theorem.

Theorem 1 Suppose that H is a triangular hierarchical-st plane graph, and polygon P is a straight-
line hierarchical drawing of its external facial cycle C. If P is feasible for H, then there exists a
planar straight-line hierarchical drawing of H with external face P .

Proof: We prove the claim by induction on the number n of vertices of H. The basis of the
induction, n = 3 is immediate. Now, assume that the theorem holds for graphs with less than n

vertices. Since P is convex, there is a vertex v other than the source s or sink t on the external
face, such that v is drawn as an apex of P . We distinguish two cases:

Case 1: The external facial cycle C of H has a chord (u, z). By Lemma 2, chord (u, z) divides
H into two subgraphs H1 and H2. We draw a straight line segment between p(u) and p(z), which
divides P into two polygons P1 and P2. It can be verified that P1 and P2 are feasible for H1 and
H2 as P is feasible and both u and z are apexes of P1 and P2. Since both H1 and H2 have less than
n vertices, by induction, there exist straight-line hierarchical drawings of H1 and H2 with external
faces P1 and P2. Hence, by combining the two drawings, we obtain a straight-line hierarchical
drawing of H with external face P .

Case 2: The external facial cycle C of H has no chord. Suppose that v is a vertex such that
p(v) is an apex of P . By Lemma 3, there are vertices w, u, z and two monotonic and chordless
paths Pu,w = (u, . . . , w) and Pw,z = (w, . . . , z) such that no internal vertex of either path is on C.
The inside of H has two monotonic paths P1 = (u, . . . , w, . . . , z) (which consists of Pu,w and Pw,z)
and P2 consisting of a single edge between v and w. By applying Lemma 2, we can divide H into
three parts (see Figure 10):

• H0(v) bounded by cycle (u, . . . , z, . . . , w, . . . u);

• H1(v) bounded by cycle (u, . . . , w, v, . . . u);

• H2(v) bounded by cycle (z, . . . , v, w, . . . z).
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Figure 11: Eliminating a sink.

It is clear that H0(v), H1(v) and H2(v) are triangular hierarchical-st plane graphs.
Let Hframe(v) be the graph that consists of only the external faces of H0(v), H1(v) and H2(v).

Now Hframe(v) has the same external face as H; hence polygon P is also a hierarchical planar
drawing of the external face of Hframe(v). We need a position p(w) for w such that the drawings
of the three internal faces of Hframe(v) are convex polygons. For this, it is sufficient to draw vertex
w strictly inside the triangle formed by the three positions p(u), p(v) and p(z). The y coordinate
y(w) = λ(w) is fixed by the layering. We can always choose an appropriate x-coordinate x(w),
because λ(u) < λ(w) < λ(z) and the three positions p(u), p(z) and p(v) are not on a straight line
(since v is chosen as an apex on the convex polygon). For instance, if λ(w) < λ(v) then we can
choose x(w) anywhere in the range xa < x(w) < xc, where

xa =
λ(w) − λ(u)

λ(z) − λ(u)
x(u) +

λ(z) − λ(w)

λ(z) − λ(u)
x(z),

xc =
λ(w) − λ(u)

λ(v) − λ(u)
x(u) +

λ(v) − λ(w)

λ(v) − λ(u)
x(v).

We place other internal vertices of Hframe(v) (which have degree 2, respectively, in Hframe(v))
onto the line segments from u to w and from w to z at appropriate horizontal lines according to
their y-coordinates.

Since w is drawn strictly inside the triangle formed by positions p(u), p(v) and p(z), the vertex
w divides polygon P into three convex polygons P0, P1 and P2, and vertices u, z, v and w are
drawn as apexes of these polygons. Clearly, the source and sink of H0(v) (respectively H1(v) and
H2(v)) are at the smallest and greatest y-coordinates on P0 (respectively P1 and P2), and they
are therefore apexes of P0 (respectively P1 and P2). Note that edges on path (u, . . . , w) are drawn
on the same line, as are the edges on path (w, . . . , z), that is, the vertices on these paths are not
apexes. However, since there are no chords on these paths, P0, P1 and P2 are feasible for H0(v),
H1(v) and H2(v), respectively.

As each of H0(v), H1(v) and H2(v) has less than n vertices, by induction there exist straight-
line hierarchical drawings of H0(v), H1(v) and H2(v) with external faces P0, P1 and P2. Hence, by
combining these drawings, we obtain a straight-line hierarchical drawing of H with external face
P . 2
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multiple edges

Figure 12: Triangulating the hierarchical graph.

3.2 The algorithm

The algorithm to compute a planar straight-line hierarchical drawing is based on the proof of
Theorem 1. The input of the algorithm is a hierarchical plane graph H; the output is a planar
straight-line hierarchical drawing of H. The algorithm consists of two phases: Preprocessing and
Drawing. In the preprocessing phase, we extend the hierarchical plane graph to a set of triangular-
st plane graphs. The drawing phase actually constructs a straight line drawing of each of those
triangular-st plane graphs. Now we describe the two phases in more detail.

3.2.1 Preprocessing

We extend a given hierarchical plane graph to a set of triangular hierarchical-st plane graphs in
four steps.

(1) Extend the hierarchical plane graph so that all the sources and sinks lie on the bottom layer
and top layer. We can use a method similar to those in [4] and Chapter 2.2 of [39] which
sweeps from bottom to top and from top to bottom to eliminate the sources and sinks in
between (see Figure 11).

(2) Add a new vertex s below the bottom layer and connect it to all the sources; then add a new
vertex t above the top layer and connect all the sinks to it. This gives a hierarchical-st plane
graph.

(3) Compute all biconnected components of the hierarchical-st plane graph, each of which is a
biconnected hierarchical-st plane graph by Lemma 1.

(4) Extend each of the biconnected hierarchical-st plane graphs obtained in (3) to a triangular one
as follows: insert a layer between every two consecutive layers (this ensures that original layers
are still evenly distributed); add a “star” structure inside each face (see Figure 12(a)), and
place the center of each star on an inserted layer. After this, every internal face is bounded by
exactly three edges. This triangulation method is a little unusual, but necessary. Figure 12(b)
shows that if we do not add new vertices, multiple arcs can be produced. Further, we cannot
allow dummy vertices on the arcs because this may introduce bends. Also note that no arcs
are allowed between two vertices of the same layer.
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Note that the size of the graph remains linear. Further, each of the four steps above can be
carried out in linear time.

3.2.2 Drawing

The drawing phase is realized based on the proof of Theorem 1. Although the proof proceeds by a
divide and conquer approach, we implement the drawing phase without using a recursive procedure,
in order to obtain a linear time algorithm. The algorithm is described below. Here the drawing
Γ is computed from the outside inward: at the start Γ consists of a drawing of the outside face,
and the chords and paths described in Lemma 3 are added. Essentially the algorithm traverses the
subgraphs Hi as described in the proof of Theorem 1; a queue H is used to manage this traversal.

Algorithm Hierarchical Draw
Input: A triangular hierarchical-st plane graph H

Output: A planar straight-line hierarchical drawing Γ of H

(1) Initialize:

(1.1) Choose a convex polygon P0 such that every vertex on the external facial cycle of H is
an apex of P0.

(1.2) Let Γ := P0 and H := {H};

(1.3) If H is a triangle, then output Γ and halt.

(2) While H 6= ∅ do

(2.1) Choose a subgraph H ′ ∈ H and an apex v in the polygon of the external face of H ′, and
remove H ′ from H.

(2.2) If there is a chord (u, z) stated in Lemma 3(i) for the apex v then:

(2.2.1) Divide H ′ into H ′
1 and H ′

2 with chord (u, z);

(2.2.2) Draw a straight-line segment between p(u) and p(z) in Γ, and let Γ be the resulting
drawing;

(2.2.3) For i = 1, 2, if H ′
i is not a triangle, then H := H∪ {H ′

i};

(2.3) else

(2.3.1) Find a vertex w adjacent to the apex v and paths Pu,w = (u, . . . , w) and Pw,z =
(w, . . . , z) inside H ′, as stated in Lemma 3(ii);

(2.3.2) Divide H ′ into H ′
0 = H ′

0(v), H ′
1 = H ′

1(v) and H ′
2 = H ′

2(v) with the edge e and paths
Pu,w, Pw,z;

(2.3.3) Find a position p(w) of w strictly within the three positions p(u), p(v) and p(z).

(2.3.4) Draw a straight-line segment from p(w) to each of p(u), p(v) and p(z) in Γ;

(2.3.5) Let Γ be the resulting drawing, where the positions p(w′) of other vertices w′ on
Pu,w or Pw,z are determined by their layers;

(2.3.6) For i = 0, 1, 2, if H ′
i is not a triangle, then H := H ∪ {H ′

i};

(3) Output Γ and halt.

The correctness of this algorithm is immediate from Lemma 3 and the proof of Theorem 1.
Figure 13 shows an example for the procedure.
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We now present a linear time implementation of the above algorithm. We show that step
(2.1) can be executed in O(1) time, and both steps (2.2) and (2.3) can be executed in the time
proportional to the number of edges in new straight line segments drawn in the step, that is, step
(2.2) in O(1) time and step (2.3) in O(|Pu,w| + |Pw,z| + 1) time, where |P| denotes the number of
edges in P. It follows immediately that the total running time is O(|A|) = O(n).

The linear time implementation requires some more terminology. We assume that for each
v ∈ V , all neighbors in V +

H (v) = {u1, u2, . . . , uk} are numbered by µ in increasing order from the
leftmost neighbor u1 = ℓ+

H(v) to the rightmost uk = r+
H(v), that is, µ(u1) < · · · < µ(uk), where

µ is a mapping from V to the integer set. This ordering is given by the planar embedding of the
graph and can be computed, for example, by the algorithm of Jünger and Mutzel [29]. We assume
an analogous numbering on V −

H (v) for all v ∈ V . For a subgraph H ′ ∈ H of an input graph H,
we denote the external facial cycle of H ′ by C(H ′), and the drawing of C(H ′) computed by the
algorithm is denoted by P (H ′).

A vertex v in a polygon P is trivial in P if v is the source or the sink of P or P is a polygon
for a triangle C. A nontrivial and non-apex vertex v in a polygon is a pre-apex of P . A nontrivial
apex (respectively a pre-apex) v in P is a right apex (respectively right pre-apex) of P if v is on the
right path from the bottom to the top in P . Similarly define left apex and left pre-apex.

During the execution of the algorithm, the apexes satisfy the following important properties.

1. If v is a right apex in (2.3), then every vertex w′(6= v,w, u, v) on path Pu,w (respectively
Pw,z) in step (2.3) becomes a right pre-apex of P (H ′

0(v)) and a left pre-apex of P (H ′
1(v))

(respectively P (H ′
2(v))).

2. At any moment during the execution of the algorithm, each vertex v has at most one subgraph
H ′ ∈ H such that v is a right apex or right pre-apex on P (H ′).

3. Once a vertex v becomes a right apex of a polygon P (H ′), there is always some subgraph
H ′′ ∈ H such that v is a right apex of its polygon P (H ′′) until v becomes a right apex of a
triangle.

Similar results hold for a left apex v.
These properties suggest that we should maintain a set AP (H) of apexes of subgraphs in H

(that is, AP (H) = {v ∈ V | v is an apex in P (H ′) for some H ′ ∈ H}), instead of maintaining H
explicitly. Further, for a subgraph H ′ and an apex v in (2.1), we need to maintain the neighbor sets
V −

H′(v) and V +
H′(v) of v in such a way that steps (2.1), (2.2), and (2.3) can be executed efficiently.

We now show how to do this.
For each v ∈ V , we define

RH(v) = [ℓ−H′(v), r−H′(v), ℓ+
H′(v), r+

H′(v)]

if there is a subgraph H ′ in the current H such that v is a right apex or right pre-apex on P (H ′),
and define RH(v) = ∅ otherwise. Similarly, let

LH(v) = [ℓ−H′′(v), r−H′′(v), ℓ+
H′′ (v), r+

H′′(v)]

if there is a subgraph H ′′ ∈ H such that v is a left apex or left pre-apex on P (H ′), and let
LH(v) = ∅ otherwise. Also, let VΓ and AΓ be the sets of vertices and edges on the current drawing
Γ, respectively.

In step (1), we can initialize AP (H) = {v ∈ V | v is a nontrivial apex in P0}, VΓ, AΓ and
{RH(v), LH(v)}, v ∈ V in O(n) time for H = {H}.
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We maintain AP (H), RH(v), and LH(v) through each iteration of the while-loop (2). With
this data then it is not difficult to see, from the proofs of Lemma 3 and Theorem 1, that we can
determine whether such a chord (u, z) exists (in step (2.2)) in O(1) time. If no such chord exists,
then we can find a set {e,Pu,w,Pw,z} in step (2.3) in O(|Pu,w|+ |Pw,z|+1) time; this can be done by
maintaining the highest up-neighbor and lowest down-neighbor for each vertex. Note that finding
the highest up-neighbor and lowest down-neighbor of each vertex for all vertices can be done in
linear time. The highest up-neighbor and lowest down-neighbor of each vertex do not need to be
updated as the algorithm proceeds; this is because that the algorithm needs the information only
from the internal (not on external faces) vertices iteratively and the highest up-neighbor and lowest
down-neighbor of each internal vertex in each iteration are never changed.

Provided that all the above data are properly updated after augmenting Γ in (2.2) or (2.3),
we can check whether or not a new subgraph H ′

i is a triangle in O(1) time (and remove the
corresponding trivial apex from AP (H) if some H ′

i is a triangle).
It is simple to update AP (H) in constant time since every time at most four new apexes are

added. Therefore, it suffices to show that for each v ∈ V , the data {RH(v), LH(v)} can be updated
in O(1) time in (2.2) and (2.3).

First assume that a chord (u, z) is chosen in (2.2). In this case we need only to update
{RH(u), LH(u)} and {RH(z), LH(z)}, since the others remain unchanged in the new H. Clearly,
such an update can be done in O(1) time as the only information involved in such an update is the
original values of {RH(x), LH(x)} (x ∈ {u, v, z}) and {u, v, z}. For instance, consider the case that
RH(z) 6= ∅; that is, there is a H ′ in the current H such that z is a right apex or right pre-apex
of P (H ′). Suppose that the original RH(z) = [ℓ−H′(z), r−H′(z), ℓ+

H′(z), r+
H′(z)]. In this case, RH(z) is

updated to [ℓ−H1
(z), r−H1

(z), ℓ+
H1

(z), r+
H1

(z)] where H ′ is divided to H1 and H2, and H1 is on the left

of (u, z). It can be immediately verified that ℓ−H1
(z) = ℓ−H′(z), r−H1

(z) = u, ℓ+
H1

(z) = ℓ+
H′(z), and

r+
H1

(z) = r+
H′(z). Note that if RH(z) = ∅ then it remains empty; this is because z won’t become a

right apex nor a right pre-apex after the partitioning.
Finally consider the case that no chord (u, z) exists, and an edge e and two paths Pu,w,Pw,z

is found in (2.3). In this case we can update RH and LH for the vertices v, u, z ∈ VΓ in a manner
similar to (2.1). Also, when a vertex v′ 6∈ VΓ becomes an apex (that is, v′ = w) or a pre-apex (that
is, v′(6= v,w, u, z) is on Pu,w or Pw,z), we can easily compute an initial {RH(v′), LH(v′)} in O(1)
time if the right up-neighbor (left up-neighbor) and the right down-neighbor (left down-neighbor)
of each vertex with respect to the original graph are computed and stored.

The above argument proves that algorithm Hierarchical Draw runs in O(n) time.

Theorem 2 Let H be a hierarchical plane graph with n vertices. The above algorithm constructs
a planar straight-line hierarchical drawing for H in O(n) time and O(n) space.

Based on our results for hierarchical graphs, we next consider the straight-line drawing problem
for clustered graphs.

4 Clustered Graphs

One of the fundamental questions in planar clustered graph drawing is: does every c-planar clustered
graph admit a planar drawing such that edges are drawn as straight-line segments and clusters are
drawn as convex polygons? In this section, we answer this question based on our results for
hierarchical graphs. We transform a clustered graph into a hierarchical graph, and construct a
straight-line convex cluster drawing on top of the straight-line hierarchical drawing.
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Figure 13: An Example: (a) A triangular hierarchical-st plane graph. (b)-(d) Intermediate drawings
produced by the procedure. (e) The final drawing.
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Figure 14: A c-planar clustered graph.

First, in section 4.1, we introduce some of the necessary notation, define c-planarity precisely,
and state the relevant properties of c-planarity. Then, in section 4.2, we show how to construct an
“c-st” numbering of the vertices; this is the most critical and most difficult part of the algorithm.
The algorithm for constructing the c-st numbering runs in linear time. Using this ordering, we give
in section 4.3 a transformation from clustered graphs to hierarchical graphs so that the algorithm of
section 3.2 can be applied to produce c-planar drawings with convex clusters. The time complexity
of the algorithm is linear in the output size.

4.1 Preliminaries

A clustered graph C = (G,T ) consists of an undirected graph G = (V,A) and a rooted tree
T = (V,A) such that the leaves of T are exactly the vertices of G. For a vertex ν ∈ V, let chl(ν)
denote the set of children of ν, and pa(ν) denote the parent of ν (if ν is not a root). Each node ν of
T represents a cluster V (ν), a subset of the vertices of G that are leaves of the subtree rooted at ν.
Let G(ν) denote the subgraph of G induced by V (ν). Note that the tree T describes an inclusion
relation between clusters. If a node ν ′ is a descendant of a node ν in the tree T , then we say that
the cluster of ν ′ is a sub-cluster of ν. In a drawing of a clustered graph C = (G,T ), graph G is
drawn as points and curves as usual. For each node ν of T , the cluster is drawn as a simple closed
region R that contains the drawing of G(ν), such that:

• the regions for all sub-clusters of ν are completely contained in the interior of R;

• the regions for all other clusters are completely contained in the exterior of R;

• if there is an edge e between two vertices of V (ν), then the drawing of e is completely contained
in R.

We say that the drawing of edge e and region R have an edge-region crossing if the drawing of e

crosses the boundary of R more than once. A drawing of a clustered graph is c-planar if there are
no edge crossings or edge-region crossings. If a clustered graph C has a c-planar drawing then we
say that it is c-planar (see Figure 14).

A clustered graph C = (G,T ) is a connected clustered graph if each cluster V (ν) induces a
connected subgraph G(ν) of G. The following results from Fengs thesis, [21] characterize c-planarity
in a way which can be exploited by our drawing algorithm.
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Theorem 3 A connected clustered graph C = (G,T ) is c-planar if and only if graph G is planar
and there exists a planar drawing of G, such that for each node ν of T , all the vertices and edges
of G − G(ν) are in the external face of the drawing of G(ν).

Let C1 = (G1, T1) and C2 = (G2, T2) be two clustered graphs such that T1 is a subtree of T2

and for each node ν of T1, G1(ν) is a subgraph of G2(ν). We say that C1 is a sub-clustered-graph
of C2.

Theorem 4 A clustered graph C = (G,T ) is c-planar if and only if it is a sub-clustered graph of
a connected and c-planar clustered graph.

A c-planar embedding of a connected clustered graph can be found efficiently [21, 36]. In the
rest of the paper, we assume that C = (G,T ) is a c-planar and connected clustered graph which
has no degenerated clusters, that is, every non-leaf node of T has at least two children. Therefore
the input size of T = (V,A) is O(|V| + |A|) = O(n), where n is the number of vertices in G.

The algorithm of the next section uses some tree operations. For two distinct nodes u and
v in a rooted tree T , let LCA(u, v) denote the least common ancestor of u and v in T , and
GUA(u, v) denote the pair (u′, v′) of the greatest uncommon ancestors (that is, u′ (respectively v′)
is an ancestor of u (respectively v) that is a child of LCA(u, v)). By using the fast least common
ancestor algorithm [27, 44], each query of finding LCA(u, v) can be answered in O(1) time after
O(n) time preprocessing. With a slight modification in the step 3 of the algorithm [44], GUA(u, v)
can be found in O(1) time based on the same preprocessing.

In the following sections, we also assume that, for a given c-planar and connected clustered
graph C = (G,T ), each face (including the external face) of G is a triangle. We triangulate G

so that resulting clustered graph remains c-planar. This is accomplished by using a triangulation
algorithm [30, 42] or by triangulating each face f introducing a new vertex vf (together with edges
between vf and vertices on the cycle Cf of f), where {vf} will be a child cluster of the smallest
cluster νf that contains the face f . The latter triangulation can be done in O(n) time, because
for each face f , the cluster νf can be computed in O(|Cf |) time by using the the least common
ancestor algorithm [27, 44].

4.2 The c-st numbering algorithm

In this section, we define the concept of “c-st numbering” and show how to compute it in linear
time.

By Theorem 4, we assume that we are given a c-planar connected clustered graph C = (G,T )
with a c-planar embedding. For each vertex u, let A(u) be a doubly-linked list of edges around u,
where the edges in A(u) appear along u in the order of the list in the embedding.

The st numbering of the vertices of a graph has proved to be a useful tool for many graph
algorithms, especially graph drawing algorithms (see, for example, [16, 2]). We next review this
concept. Suppose that (s, t) is an edge of a biconnected graph G with n vertices. In an st numbering,
the vertices of G are numbered from 1 to n so that vertex s receives number 1, vertex t receives
number n, and any vertex except s and t is adjacent both to a lower-numbered vertex and a higher-
numbered vertex. Vertices s and t are called the source and the sink respectively. An st numbering
of a biconnected graph can be computed in linear time [17].

An outline of our algorithm is described as follows. We need to generalize this notion to clustered
graphs. Given a clustered graph C = (G,T ), an st numbering of the vertices of G such that the
vertices that belong to the same cluster are numbered consecutively is a c-st numbering.
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Figure 16: Illustration for the proof of Lemma 4.

Looking ahead to Section 4.3, the c-st numbering gives us a layer assignment of the vertices
of G. Hence, the clustered graph is transformed to a hierarchical graph (see Figure 15), and each
cluster has consecutive layers. Because of this property, we can show that a straight-line convex
cluster drawing can be constructed from the straight-line hierarchical drawing.

The critical part of this method is the construction of the c-st numbering. The remainder of
this section is devoted to the construction of the c-st numbering.

We construct some auxiliary graphs to compute such a c-st numbering. Note that st number-
ings are constructed on biconnected graphs. We need the following lemma to ensure appropriate
connectivity of our auxiliary plane graphs.

Lemma 4 Suppose that C = (G,T ) is a connected c-planar clustered graph, and G is triangulated.
Then, for every non-root node ν of T , the subgraph of G induced by V − V (ν) is connected.

Proof: Suppose that the subgraph of G induced by V − V (ν) has k components, denoted by
F1, . . . , Fk, k ≥ 1. Hence, there are no edges that connect vertices of Fi to vertices of Fj (1 ≤ i, j ≤ k,
i 6= j).

Since G is triangulated, it has a unique planar embedding. By Theorem 3, all vertices and edges
of G−G(ν) are in the same face of G(ν). Hence, all edges that connect G(ν) and Fi (i = 1, . . . , k)
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Figure 17: A clustered graph C with a node ν; and the graph G∗(ν).

are in the same face of G(ν). Suppose that k ≥ 2; then there is a face f of G whose boundary
contains an edge that connects G(ν) and Fi, and also an edge that connects G(ν) and Fj , and i 6= j

(see Figure 16). Because G is triangulated, the face f is bounded by exactly three edges. Therefore,
the boundary of the face f also contains an edge that connects Fi and Fj. This contradicts the
fact that there are no edges that connect vertices of Fi and vertices of Fj (1 ≤ i, j ≤ k, i 6= j). We
deduce that k = 1. 2

The critical property of a c-st numbering is that the vertices of the same cluster are numbered
consecutively. To compute a numbering with this property, we proceed down the tree from the root;
at each non-leaf cluster ν we order the child clusters of ν. This involves the computation of an
auxiliary graph G∗(ν), as follows. Intuitively, G∗(ν) is the graph obtained from G(ν) by shrinking
each child cluster V (µ) (µ ∈ chl(ν)) into a single vertex; it may contain multiple edges. An example
is shown in Figure 17. More precisely, the vertex set of G∗(ν) is chl(ν), and the edge set E(ν) of
G∗(ν), is {(u, v) | LCA(u, v) = ν}. Clearly, each edge in E appears in exactly one of these graphs
G∗(ν). Hence the total size of all graphs G∗(ν) is

∑
ν∈V(|chl(ν)| + |E(ν)|) = O(|V| + |E|) = O(n).

Next we show how to compute G∗(ν) efficiently.

Lemma 5 All graphs G∗(ν), ν ∈ V can be computed in O(n) time.

Proof: We first partition the edge set E into the edge sets E(ν) = {(u, v) | LCA(u, v) = ν}, ν ∈ V.
This partition can be computed in O(n) time by computing all LCA(u, v), (u, v) ∈ E in O(1) time
per edge (u, v). To construct G∗(ν) explicitly, we however need to identify end vertices of each edge
(u, v) in E(ν) by the names of chl(ν) (that is, GUA(u, v)). In other words, for each µ ∈ chl(ν),
we need to compute the adjacency list A(µ) of edges incident to µ. We represent A(µ) as a doubly
linked list, which is initially empty. Then we repeatedly choose an edge (u, v) from E(ν), compute
GUA(u, v) = (µ, µ′), and add the edge (u, v) to A(µ) and A(µ′). The resulting is G∗(ν). It is easy
to see that the above procedure for constructing a G∗(ν) takes O(|E(ν)|) time (except the O(n)
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time preprocessing in the least common ancestor algorithm). This proves that all the graphs G∗(ν)
can be computed in O(|E|) = O(n) time. 2

From this lemma, we can assume that all the graphs G∗(ν), ν ∈ V are at hand. For later
processing, it is important that for each node µ of G∗(ν), the set of edges incident to µ is stored in
a doubly-linked list A(µ).

Using the graphs G∗(ν), we can compute a c-st numbering. The algorithm uses another auxil-
iary graph F (ν), derived from G∗(ν). We proceed from the root to the leaves in T during which a
particular order of the children in chl(ν) is determined after each F (ν) is computed. The compu-
tation is slightly different when ν is the root. We describe this case first, and then the general case
when ν is not the root.

Suppose that γ is the root of T ; let the graph F (γ) be G∗(γ). We now describe the computation
of the c-st numbering for F (γ). Firstly, we choose an edge (s, t) in the external facial cycle, of G

such that LCA(s, t) = γ (that is, such that (s, t) that does not “belong” to any other cluster except
the root cluster.) Since the input clustered graph is connected, such an edge exists. Lemma 4
implies that deleting any node from F (γ) does not increase the number of components. Therefore
F (γ) is biconnected, and hence we can compute an st numbering for a given source and a sink in
F (γ). By choosing the vertex µ ∈ chl(γ) with s ∈ V (µ) as the source, and the vertex µ′ ∈ chl(γ)
with t ∈ V (µ′) as the sink, we compute an st numbering in F (γ), and order children of γ according
to this numbering.

Now suppose that ν ∈ V is a non-root node. We can assume by induction that for any proper
ancestor ν̂ of ν, the order of the children of ν̂ has already been determined by an st numbering in
F (ν̂).

The graph F (ν) depends on the ordering of the children of its ancestors. It is constructed from
G∗(ν) by adding two new vertices S and T and some edges between G∗(ν) and {S, T} defined as
follows.

• For each node µ ∈ chl(ν) (that is, for each vertex in G∗(ν)), we connect µ and S with a
new edge if there is an edge e = (u1, u2) ∈ E with u2 ∈ V (µ) such that an ancestor ν1 of
u1 is ordered before an ancestor ν2 of u2 among the children of LCA(u1, u2) in T (hence
(ν1, ν2) = GUA(u1, u2)). See Figure 18(a).

• We connect µ and T with a new edge if there is an edge e = (u1, u2) ∈ E with u1 ∈ V (µ)
such that ν1 is ordered before ν2 for (ν1, ν2) = GUA(u1, u2).

• We connect S and T with a new edge.

This forms graph F (ν) (see Figure 19). In the case that the vertex s belongs to the cluster ν, we
simply choose the vertex which represents the child cluster that contains s as S; similarly for vertex
t and vertex T .

Note that the graph F (ν) is not significantly larger than G∗(ν). Let chlS(ν) ⊆ chl(ν) (respec-
tively chlT (ν) ⊆ chl(ν)) denote the set of vertices that are adjacent to S (respectively T ) in F (ν).
Clearly each F (ν) has |chl(ν)|+ 2 vertices and |chlS(ν)|+ |chlT (ν)|+ |E(ν)| (≤ 2|chl(ν)|+ |E(ν)|)
edges.

Again, by using Lemma 4, one can see that F (ν) is biconnected. We order every vertex of F (ν)
by computing an st numbering, choosing vertex S as the source, and vertex T as the sink. Since an
st numbering can be constructed in linear time [17], an st numbering in F (ν) can be computed in
O(|chl(ν)|+ |E(ν)|) time (if F (ν) is at hand) (Note that, if necessary, we can avoid multiple edges
in G∗(ν) in the computation of the st numbering by inserting a dummy vertex on every edge.)
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It should be noted that the total number of edges of G between V (ν) and V − V (ν) over all
ν ∈ V may be Ω(n2), although the total number of edges in all graphs F (ν), ν ∈ V is O(n).
Thus, to compute all F (ν) in O(n) time, we need to identify chlS(ν) and chlT (ν) without explicitly
computing those edges between V (ν) and V −V (ν) in G. Somewhat surprisingly, this can be done.

Lemma 6 All graphs F (ν), ν ∈ V can be computed in O(n) time.

Proof: Clearly, for the root γ of T , F (γ) = G∗(γ) and its st-numbering can be computed in O(n)
time. In what follows, we compute F (ν) for each node ν from the root to the leaves (visiting
siblings in an arbitrary order), and show how to identify chlS(ν) for each ν ∈ V; computing chlT (ν)
can be treated analogously. When the graph F (ν) for a node ν is computed, graphs F (ν̂) for all
ancestors ν̂ of ν have been determined and hence all nodes which belong to chlS(ν) in G∗(ν) also
have been determined. That is, chlS(ν) is determined by the set of nodes µ ∈ chl(ν) such that
there is an edge e = (u1, u2) ∈ E with u1 6∈ V (µ) and u2 ∈ V (µ), and ν1 is ordered before ν2

for (ν1, ν2) = GUA(u1, u2) in the order of children of LCA(u1, u2) (see Figure 18(a)). To identify
such nodes efficiently, we perform the following operation for each edge (u1, u2) in G∗(ν) after
constructing F (ν). Suppose that u1 ∈ V (ν1) and u2 ∈ V (ν2) for ν1, ν2 ∈ chl(ν), and assume that
ν1 is ordered before ν2 in the st numbering of F (ν). Then, we mark with “s” all nodes in the path
Pu2,ν2

from the leaf node u2 to ν2 in T (see Figure 18(b)). During the traversal of Pu2,ν2
, we can

stop marking nodes once we encounter a node ν∗ which is already marked “s”, because we see by
induction that in this case the rest of nodes from ν∗ to ν2 in Pu2,ν2

have been marked “s”. After
applying this procedure to all edges in G∗(ν) and G∗(ν̂) for all ancestors ν̂ of ν, the desired chlS(µ)
for each µ ∈ chl(ν) is given by the set of nodes in chl(µ) that have received mark “s”. Thus any
node will never be marked with “s” more than once, and it follows that the total time for marking
operations is O(|V| + |E|). By applying the above procedure to each node from top to bottom in
T , we can identify all chlS(ν) in O(n) time. Similarly, all chlT (ν) can be obtained in O(n) time.
As mentioned above, all F (ν) can be computed in O(n) time from chlS(ν) and chlT (ν). 2

After computing all the graphs F (ν), each cluster ν is assigned a number given by the order
within the graph F (pa(ν)). Therefore, a recursive hierarchy of orders is formed. We expand it
lexicographically into a linear order and hence form an ordering of all vertices of G. It can be
verified that this order gives us a c-st numbering, that is, an st numbering on the vertices of G such
that the vertices that belong to the same cluster are numbered consecutively.

Lemma 7 A c-st numbering of a triangulated and c-planar connected clustered graph C = (G,T )
can be computed in O(n) time.

4.3 The drawing algorithm for clustered graphs

Using the c-st numbering computed in the previous section, we transform a clustered graph into a
hierarchical graph by assigning the layer of each vertex with its c-st number. Then we apply the
straight-line hierarchical drawing algorithm described in section 3, and obtain a planar straight-line
hierarchical drawing of G. The c-st numbering ensures that each cluster occupies consecutive layers
in the drawing. For every cluster, we draw a convex hull of the vertices of the cluster. Clearly,
the convex hull of a cluster contains the convex hulls of its sub-clusters. The c-st numbers within
a cluster are consecutive, thus if the convex hulls of two clusters overlap in y-coordinate, then one
is a sub-cluster of the other. This keeps the clusters apart; for example, if vertex u lies inside the
convex hull for cluster ν, then u is a member of V (ν). In general, if a cluster ν is not a sub-cluster
of ν ′ and neither is cluster ν ′ a sub-cluster of ν, then the convex hulls of ν and ν ′ are disjoint.
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By Theorem 2, there are no edge crossings in the drawing, since our hierarchical planar drawing
algorithm does not produce any edge crossings.

Since we are given a connected clustered graph, each cluster forms a connected subgraph of G.
If ℓ is a straight-line segment with endpoints outside the convex hull for cluster ν, and ℓ intersects
the convex hull for ν, then ℓ crosses an edge in G(ν). Therefore there are no edges that cross the
region (the convex hull) of a cluster where they do not belong, because otherwise there would be
an edge crossing.

A convex hull of a given simple polygon with m apexes can be constructed in O(m) time [39]. In
fact, there is a simple O(m) time algorithm for computing a convex hull of a set of m points which
are already sorted by their y-coordinates. Since all vertices in each cluster V (ν) have consecutive st
numbers (hence y-coordinates), a convex hull of V (ν) can be computed in O(|V (ν)|) = O(n) time.
Then the total time of computing all convex hulls in C = (G,T ) becomes O(n2). This complexity
is slightly reduced as follows. Let CH(ν) denote the set of vertices which are on the convex hull
of a cluster V (ν) (hence, |CH(ν)| is the output size of the convex hull). To compute CH(ν) of a
cluster V (ν), we can discard all vertices that are properly contained inside the convex hull CH(µ)
for some child cluster V (µ), µ ∈ chl(ν). Before computing the convex hull CH(ν) for a node ν ∈ V,
we compute all convex hulls CH(µ) for the children µ ∈ chl(ν). Then we can compute CH(ν) from
the set ∆V (ν)∪

⋃
µ∈chl(ν) CH(µ) of vertices in O(|∆V (ν)|+

∑
µ∈chl(ν) |CH(µ)|) time, where ∆V (ν)

denotes V (ν) −
⋃

µ∈chl(ν) V (µ). Therefore, by computing convex hulls from the bottom of the tree
T to the root, we can obtain all CH(ν), ν ∈ V in O(n +

∑
ν∈V |CH(ν)|) time, which is linear in

terms of the output size of a straight line convex cluster drawing of C.
By Theorem 2, computing a straight-line drawing of the hierarchical graph with n vertices can

be done in linear time. A c-st numbering of a clustered graph with n vertices can be computed
in O(n) time. In summary, we establish the following result on planar straight-line convex cluster
drawings.

Theorem 5 Let C = (G,T ) be a c-planar clustered graph with n vertices. A planar straight-line
convex cluster drawing of C in which each cluster is a convex hull of points in the cluster can be
constructed in O(n + D) time, where D = O(n2) is the total size of convex polygons for clusters in
the drawing.

Note that as we showed in [14], the results in this section, combining with the techniques in [14],
yield an O(n) time drawing algorithm. The algorithm can always provide a planar straight-line
drawing for a c-planar clustered graph with each cluster drawn as a trapezoid.

5 Examples and Open Problems

In this section we discuss some drawings produced by our algorithms.
Our algorithm for drawing hierarchical graphs uses a divide and conquer approach. At every

division, we choose a vertex v which is drawn as an apex of the polygon; this determines a suitable
partition of the polygon. Experiments have shown that the choice of such a vertex v can have
a significant impact on the final drawing. For example, consider Figure 21. In Figure 21(a), we
always use a vertex v on the right side of the polygon to find a partition. In this case, the final
drawing is not quite balanced, although it meets the straight-line and non-crossing requirements.
Another drawing of the same hierarchical graph is shown in Figure 21(b). In this case, we have
chosen an available vertex v randomly, and the drawing is more balanced.

We have performed the same kind of experiment on clustered graphs. We used rectangular
hulls instead of convex hulls to represent a cluster, because we find rectangles are more pleasing,
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though there is still a chance of edge-region crossings in this case (see Figure 20). We used different
partitioning strategies and produced different drawings. From the examples, choosing a vertex v

randomly from the available ones seems to be a successful strategy (see Figure 22).

Figure 20: A possible crossing between a segment and a rectangle.

The algorithms presented in sections 3 and 5 use rational numbers for coordinates. In both cases,
the precision of the coordinates may increase exponentially with the number of nodes. In other
words, if the nodes were placed at integer grid points then the area of the resulting drawing would
be exponential. In fact, this is inevitable: exponential area lower bounds have been established
both for straight-line h-planar drawings and for straight-line c-planar convex cluster drawings.

• In [37], it is shown that there is a class of hierarchical planar graphs Hn (n = 1, 2, ...) of 4n−1
layers and 10n − 6 vertices such that any hierarchical planar straight-line drawing of Hn has
width Ω((2n− 2)!) under vertex resolution 1 (that is, every pair of vertices are at least 1 unit
distance apart). Figure 23 shows a drawing of H3.

• In [20], a class of clustered graphs Cn (n = 1, 2, ...) is given. In Cn, there are 2n vertices
which are partitioned into two clusters. It is shown in [20] that any straight-line convex
cluster drawing of Cn has area Ω(2n). Figure 24 shows a drawing of C4.

Future work on hierarchical graphs and clustered graphs should address the following open
problems:

• We note that relaxing the straight-line constraints can give us polynomial area bounds both in
hierarchical drawings and in convex cluster drawings [1, 19, 13, 14]. In future work, we would
like to investigate the trade-off between the number of bends and the area of the drawing.

• The drawings of clustered graphs may lack vertical compaction because we use an st number-
ing as the layer assignment. It is very worthwhile to investigate methods that can improve
the vertical compaction.

• In our algorithm, we can only ensure that the non-crossing property holds for clusters drawn
as convex polygons. However, it is more desirable to represent clusters as more regular
convex bodies such as circles and rectangles. This also forms an interesting topic for our
future research.
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(a)

(b)

Figure 21: Example drawings of a hierarchical graph, with different strategies for the partition. (a)
Always choose an apex on the right side. (b) Choose an apex randomly from both sides.
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(a)

(b)

Figure 22: Example drawings of a clustered graph, with different strategies for the partition. (a)
Always choose an apex on the right side. (b) Choose an apex randomly from both sides.
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Figure 23: A drawing of H3.

Figure 24: A drawing of C4.

34


