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Markov population models (MPMs) are a widely used modellingformalism in the area of compu-
tational biology and related areas. The semantics of a MPM isan infinite-statecontinuous-time
Markov chain. In this paper, we use the establishedcontinuous stochastic logic(CSL) to express
properties of Markov population models. This allows us to express important measures of biological
systems, such as probabilistic reachability, survivability, oscillations, switching times between attrac-
tor regions, and various others. Because of the infinite state space, available analysis techniques only
apply to a very restricted subset of CSL properties. We present a full algorithm for model checking
CSL for MPMs, and provide experimental evidence showing that our method is effective.

1 Introduction

In the context of continuous-time Markov chains (CTMCs), properties of interest can be specified using
continuous stochastic logic (CSL) [2, 3]. CSL is a branching-time temporal logic inspired by CTL [9].
It allows to reason about properties of states (state labels), like the number of certain molecules given
in this state, about what may happen in the next state (next operator), what may happen within a certain
time (bounded until), what may finally happen (unbounded until) or about the long-run average behavior
of a model (steady state). Because the underlying semanticsof a Markov population model is given as a
CTMC, we can also use CSL to reason about properties of such models, when interpreting CSL formulae
on the CTMC semantics.

We consider the complete set of CSL formulae, including the steady-state operator and in certain
cases also the unbounded until operator [3]. The resulting logic can express (nested) probabilistic prop-
erties such as“the long-run probability is at least 0.4 that we reachΨ-states alongΦ-states within time
interval [6.5,8.5] with a probability larger than0.98” via S≥0.4(P>0.98(Φ U [6.5,8.5] Ψ)). Using CSL,
we can express many measures important for biological models, including oscillation [4].

Previous works [11, 20, 21] have already considered techniques for the transient analysis of infinite-
state CTMCs. These techniques are based ontruncation. This means that only a finite relevant subset
of the states of the infinite CTMC is taken into account. The extent to which these models are explored
depends on the rates occurring there, as well as on the time bound of the transient analysis. Using
truncation, techniques for the analysis of finite CTMCs [24]can be used for the analysis of properties of
infinite-state models.

∗This research has also been partially funded by the German Research Council (DFG) as part of the Cluster of Excellence on
Multimodal Computing and Interaction at Saarland University and the Transregional Collaborative Research Center ”Automatic
Verification and Analysis of Complex Systems” (SFB/TR 14 AVACS), by the National Natural Science Foundation of China
(NSFC) under grant No. 61361136002, 61350110518, and the Chinese Academy of Sciences Fellowship for International
Young Scientists (Grant No. 2013Y1GB0006).
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⊔ ⊥ ? ⊤

⊥ ⊥ ? ⊤
? ? ? ⊤
⊤ ⊤ ⊤ ⊤

⊓ ⊥ ? ⊤

⊥ ⊥ ⊥ ⊥
? ⊥ ? ?
⊤ ⊥ ? ⊤

C
⊥ ⊤
? ?
⊤ ⊥

Table 1: Truth values of ternary logic operations.

In a previous publication [15], we have extended these results such that we were able to do approx-
imate model checking for a subset of CSL. This subset excluded the steady-state operator as well as the
unbounded until operator. We have implemented these techniques in the model checker INFAMY [14].
On the other hand, we recently developed means to find subsetsof states of Markov population model
CTMCs which contain the relevant steady-state probabilitymass [7]. For each of these states, we also
obtain lower and upper bounds of the steady state probability. These techniques have been implemented
in the tool GEOBOUND [23].

In this paper, we combine GEOBOUND and INFAMY , such that we can also handle the CSL steady-
state operator. In addition, we introduce advanced truncation techniques which allow us to explore the
model in a more advanced way, leading to a smaller number of states being necessary to check properties.
By also taking into account not only the time bound of CSL properties, but also the atomic propositions,
we can further restrict the state space to be explored. In certain cases, this also allows us to handle
the unbounded until operator. Using a ternary logic [16, 17], in contrast to previous publications, we
can compute safe lower and upper bounds for probabilities. In turn, we can decide exactly whether a
certain formula holds, does not hold or whether this cannot be decided on the finite truncation of the
current model. Apart from this, we have also made some technical improvements, applying for instance
to the portability and robustness of INFAMY . We show the applicability of the approach on a number of
biological models.

Organization of the paper We give background on Markov population models, CTMCs and CSL in
Section 2, and also recall the established CSL model checking algorithm for finite CTMCs. In Section 3,
we give the main contribution of the paper, CSL model checking for infinite CTMCs. Section 4 reports
experimental results. Section 5 gives related work and Section 6 concludes.

2 Preliminaries

2.1 Ternary Logic

We consider a ternary logic [16, 17] with valuesB3 := {⊤,⊥,?}. With the ordering⊥ < ?< ⊤, B3

forms a complete lattice. We interpret⊓ as the meet (“and” operator), and·c as the complement (“not”)
operation, with the usual definitions. Other operators like⊔ (“or” operator) can be derived. Then,⊤ and
⊥ can be interpreted as values definitely true or false respectively, and ? is interpreted as an unknown
value. We give an overview of the truth values in Table 1. Consider a formula over a number of values
some of which are ?. If the value of this formula is different from ?, we know that when inserting⊥ or
⊤ instead of some of these values, the result would still be thesame. This way, in some cases we can
obtain a truth value even though we do not known the truth values of some formula parts.
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2.2 Markov Chains

We define some basics of Markov chains and CSL. LetAP denote a set of atomic propositions. For
a countable setS, a distributionµ over S is a functionµ : S→ [0,1] with µ(S) = 1, and we define
µ(A) := ∑s∈A µ(s) for A⊆ S.

Definition 1 A labelled continuous-time Markov chain (CTMC)is a tupleC = (S,sinit ,R,L) where S
is a countable set of states, sinit is an initial state, L: (S×AP) → B3 is a labelling function, andR :
(S×S)→ R≥0 is therate matrix.

In the stochastic process which the CTMC represents,sinit is the state we start in. The labelling function
tells us for each statesand atomic propositiona whethera holds ins, does not hold ins, or whether this
is not known or not specified. We say that the rate matrix israte-boundedif the supremum sups∈SR(s,S)
is finite, otherwise, it is calledrate-unbounded. If R(s,s′) > 0, we say that there is a transition from
s to s′. For s∈ S, let post(s) := {s′ | R(s,s′) > 0} denote the set of successor states ofs. A states is
calledabsorbingif post(s) = /0. A CTMC is finitely branchingif for each states the set of successors
post(s) is finite. In this paper, we consider rate-unbounded, finitely-branching CTMCs which do not
explode [1, 8]. Roughly speaking, if the CTMC explodes, thenthere is a positive, non-zero probability
of infinitely many jumps in finite time. On the contrary, the fact that a CTMC does not explode implies
that in finite time with probability one only a finite number ofstates can be reached.

Transition probabilities in CTMCs are exponentially distributed over time. The probability that an
arbitrary transition is triggered within timet is given by 1−e−R(s,S)t , whereR(s,A) := ∑s′∈AR(s,s′) for

A⊆ S. The probability of taking a particular transition froms to s′ within time t is R(s,s′)
R(s,S)

(

1−e−R(s,S)t
)

.

States′ is reachable froms if there exists a sequence of statess1, . . . ,sn with n≥ 1, s1 = s, sn = s′, and
for eachi = 1, . . . ,n−1 it is R(si,si+1)> 0.

For a set of statesA, by C [A] we denote the CTMC in which states ofA have been made absorbing.
For C = (S,sinit ,R,L) andA⊆ Swe haveC [A] := (S,sinit ,R′,L) with R′(s,s′) := R(s,s′) for s /∈ A and
R′(s,s′) := 0 else, for alls,s′ ∈S. Given a rate matrixR, we define the correspondinginfinitesimal gener-
ator matrixQ such that fors, s′ if s 6= s′ thenQ(s,s′) :=R(s,s′) and we letQ(s,s) :=−∑s′∈S,s′ 6=sR(s,s′).

Paths and probabilistic measure Let C = (S,sinit ,R,L) be a CTMC. A path is a sequenceσ =
s1t1s2t2 . . . satisfyingR(si ,si+1) > 0, andti ∈ R≥0. Paths are either infinite or have a last statesn with
R(sn,S) = 0. For the pathσ and i ∈ N, let σ [i] = si denote thei-th state, and letδ (σ , i) = ti denote
the time spent insi . For t ∈ R≥0, let σ@t denoteσ [i] such thati is the smallest index witht ≤ ∑i

j=1 t j .

For C , let PathC denote the set of all paths, andPathC (s) denote the set of all paths starting froms. A
probability measurePrCs on measurable subsets ofPathC (s) is uniquely defined. We omit the superscript
C if it is clear from context.

2.3 Markov Population Models

In this paper, we will considerMarkov population models(MPMs), a sub-class of CTMC, where states
encode the number of individuals of certain population types represented by a vector over the natural
numbers. Transitions between those states are defined by a change vector that characterizes the successor
state and a rate determined by a propensity function that is evaluated in the predecessor state.

Formally, a MPM withd population types is a CTMCC = (S,sinit ,R,L) with S⊆ N
d. The rate

matrix R will be induced bytransition classes.
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Js,aK := L(s,a), Js,Φ1∧Φ2K := Js,Φ1K⊓ Js,Φ2K, Js,¬ΦK := Js,ΦKc,

Js,P⊲⊳p(φ)K:=











⊤, Prs{σ |Jσ ,φK=⊤}⊲⊳p∧Prs{σ |Jσ ,φK 6=⊥}⊲⊳p,

⊥, Prs{σ |Jσ ,φK=⊤}6⊲⊳p∧Prs{σ |Jσ ,φK 6=⊥}6⊲⊳p,

? else,

Js,S⊲⊳p(Φ)K:=











⊤, SL(Φ)⊲⊳p∧SU(Φ)⊲⊳p,

⊥, SL(Φ)6⊲⊳p∧SU(Φ)6⊲⊳p,

? else,
where
SL(Φ) := lim

t→∞
Prs{σ | Jσ@t,ΦK =⊤},

SU (Φ) := lim
t→∞

Prs{σ | Jσ@t,ΦK 6=⊥},

Jσ ,X I ΦK := (⊤ iff δ (σ ,0) ∈ I ,⊥ else)⊓ Jσ [1],ΦK,

Jσ ,Φ1 U I Φ2K:=











⊤, ∃t∈I .Jσ@t,Φ2K=⊤∧∀t ′<t.Jσ@t ′,Φ1K=⊤,

⊥, ∀t∈I .Jσ@t,Φ2K=⊥∨∃t ′<t.Jσ@t ′,Φ1K=⊥,

? else.

Table 2: CSL semantics.

Definition 2 (Transition Class) A transition classis a tuple(α ,v) whereα :Nd →R≥0 is thepropensity
functionand v∈ Z

d \{0} is thechange vector.

For the propensity functions, we will restrict to multivariate polynomials inNd. Given a set of transition
classes{τ1, . . . ,τm}, we define the entries ofR via R(x,x+ v) = ∑{ j | vj=v} α j(x) for τ j = (α j ,v j) and
1 ≤ j ≤ m. In order to ensureR is well defined, we demand that for all statesx ∈ S and all transition
classes(α j ,v j) of our modelα j(x)> 0 only holds ifx+v j ∈ S. For the labellingL we demand that each
state is labelled by those boolean expressions over population counts and constants that evaluate to true.
We also refer to the populations by their name. For example, if we have a MPM with populationsA (x0)
andB (x1), then state(3,4) would be labelled by e.g.A≤ c for all c≥ 3, A+B≤ 7 andA2+B2 < 30 to
name just a few.

2.4 CSL Model Checking

We consider the logic CSL [3] interpreted over a ternary logic [16, 17]. LetI = [t, t ′] be an interval with
t, t ′ ∈R≥0∪{∞} with t ′ = ∞ ⇒ t = 0 andt ≤ t ′. Let p∈ [0,1] and⊲⊳ ∈ {≤,<,>,≥}. The syntax of state
formulae (Φ) and path formulae (φ ) is:

Φ = a | ¬Φ | Φ∧Φ | P⊲⊳p(φ) | S⊲⊳p(Φ),

φ = X
I Φ | ΦU

I Φ.

LetF be the set of all CSL formulae. The truth valueJ·KC : ((S∪Path)×F)→ B3 of formulae is defined
inductively in Table 2. If the model under consideration is clear from the context, we leave out the index
C . The modelC satisfies a formulaΦ if the initial statesinit does. We specify theunbounded untilas
Φ1 U Φ2 := Φ1 U [0,∞) Φ2 and theeventually operatoras♦I Φ := trueU I Φ wheretrue= a∨¬a. Let
B⊆ Sbe a set of states. For better readability, we use the name of the setB as an atomic proposition in
formulae to characterize that the system is in a state contained inB.
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Model checking CSL formulae without the operatorsX andS on a finite CTMC over a ternary logic
has already been used before to handle a different abstraction technique for CTMCs [16, 17]. Adding
routines to handleX andS is straightforward.

3 Model Checking based on Truncations

Now we discuss how to model check CSL formulae on infinite CTMCs. To this end, our goal is to
operate on a finite truncation instead of the original infinite CTMC. In a nutshell, starting from the initial
state, we explore the states of the infinite model until we assume that we have explored enough of them to
obtain a useful result in the following steps. Then, we remove all transitions from the states at the border
and set all of their atomic propositions to ?. In previous works [15] we already discussed some variants of
such a model exploration. In Subsection 3.1 we give another such technique. It is more efficient than the
previous methods, as it can explore model states in a more target-oriented way. Thus, it needs to explore
less states than the previous methods. Afterwards, we discuss how to build a finite CTMC truncation for
a nested CSL formula. Finally, in Subsection 3.3, we explainhow to obtain results for the infinite-state
CTMC only using the finite submodel.

3.1 Truncation-based Reachability Analysis

Given a set of statesW0, a CTMCC = (S,sinit ,R,L) and CSL formula of the formΦ =P⊲⊳p(Φ1U Φ2),
we want to compute a finite submodelC |

W
= (W ∪W ,RW ,LW ) sufficient to decideΦ on all states of

W0. We definefinite truncationsof a CTMC.

Definition 3 Let C = (S,sinit ,R,L) be a CTMC. LetW ⊆ S be a finite subset of S, and letW :=
post(W )\W . Thefinite truncationofC is the finite CTMCC |

W
:=(W ∪W ,RW ,LW ) where LW (s, ·) :=

L(s, ·) if s∈ W , and LW (s, ·) = ? else. The rate matrix is defined byRW (s,s′) := R(s,s′) if s∈ W , and
RW (s, ·) := 0 else.

We build the truncation of the model iteratively, using the high-level (transition class) description of
the model. Starting from statesA, we explore the model until for alls∈W0 the probability to reach states
in W is below an accuracyε , which we may choose as a fixed value or due to the probability boundp.

Algorithm 1 describes how we can obtain a sufficiently large state setW . For s∈ S, s′ ∈ W and
t ∈ R≥0∪{∞} we useπC (s, t,s′) to denote the probability that at timet ∈ R≥0, the CTMCC is in state
s′, under the condition that it was ins initially. For t = ∞, we letπ denote the limit fort → ∞ if this
value exists. Ifs will reach absorbing states with probability one, this is the case. Further, for a set of
absorbing statesB, we letξC (s, t,B) := ∑s′∈B πC (s, t,s′) denote the probability to reachB within time
t ∈ R≥0∪{∞}. Given a fixedsandt, we can computeπC (s, t,s′) for all s′ at once effectively, and given
B andt we can computeξ (s, t,B) for all sat once effectively [3].

The algorithm is started on a CTMCC and a set of statesW0, for which we want to decide the
property. We also provide the time boundt as well as the accuracyε . With Ŵ we denote a set of states
for which the exploration algorithm may stop immediately, as further exploration is not needed to decide
the given property. ForΦ above andI = [0,a],a ∈ R≥0∪{∞}, we could specifyŴ as the states which
fulfill Φ2 ∨ (¬Φ1∧¬Φ2). For all paths of the model, the truth value is independent ofthe states after
such a state.
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Algorithm 1: TRANSIENTTRUNC(C ,W0,Ŵ , t,ε).
W := W0

W := post(W )\W

while maxs∈W0 ξ
C [W ](s, t,W \ Ŵ )≥ ε do

chooses from argmaxs∈W0 ξ
C [W ](s, t,W \ Ŵ )

while ξ
C [W ](s, t,W \ Ŵ )≥ ε do

chooseA⊆ (W \ Ŵ ) such thatπ
C [W ](s, t,A) ≥ ε

W := W ∪A
W := post(W )\W

return W ∪ (post(W )∩ Ŵ )

3.2 Truncation-based Steady-state Analysis

In the following, we will develop a technique to retrieve a finite subset of statesW ⊆ S that contains
most of the total steady-state probability mass, i.e.∑c∈W π(c) > 1− ε for a givenε < 1. The next step
will be to derive lower and upper bounds on the state-wise steady-state probabilities inside that window
W .

Geometric Bounds For the presented methodology to be applicable, we have to restrict our models to
ergodicMPMs, since for steady-state analysis the equilibrium distribution has to exist uniquely. Ergod-
icity can be verified by the means of Lyapunov functions and the following theorem. In the following,
by X(t) we refer to the stochastic process underlying the MPM, and byE to the expectation of a random
variable.

Definition 4 (Lyapunov Function) A Lyapunov functionis a function g: Nd → R≥0.

A suitable Lyapunov function which also we used for our experimental results is the squared Euclidean
norm || · ||22 defined by||x||22 = x2

1+x2
2+ · · ·+x2

d whered is the number of population types.

Theorem 1 (Tweedie [26])Assuming that X(t) is irreducible, it is alsoergodicand uniquely determined
by its infinitesimal generator iff there exists a Lyapunov function g∗, a finite subsetW ⊆S, and a constant
λ > 0 such that

1. d
dt E[g

∗(X(t)) | X(t) = x]≤−λ for all x ∈N
d \W ,

2. d
dt E[g

∗(X(t)) | X(t) = x]< ∞ for all x ∈ W ,

3. the set{x∈ N
d | g∗(x)≤ l} is finite for all l < ∞.

Therefore, given a MPMC = (S,sinit ,R,L) induced by a set of transition classes{τ1, . . . ,τm}, we can use
Theorem 1 for a semi-decision procedure to check ergodicityby choosing candidates for Lyapunov func-
tions. Our experience has shown that in most cases rather simple functions, i.e. multivariate polynomials
of degree two, already suffice for usual models from systems biology and queuing theory. Consequently,
we restrict the choice of Lyapunov functions to that class.

We can exploit Theorem 1 also to retrieve the aforementionedwindow W that encloses most of the
steady-state probability mass. At first, let thedrift d∗(x) in statex∈N

d be defined as

d∗(x) :=
d
dt

E[g∗(X(t)) | X(t) = x] = (Qg∗)(x).
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Due to the transition class induced structure ofQ, the drift is given as

d∗(x) =
m

∑
j=1

α j(x)(g
∗(x+v j)−g∗(x))

and can easily be represented symbolically in a statex. Since the propensity functions of our models as
well as the Lyapunov function are multivariate polynomials, so is the drift. The next step is to retrieve
a positive real numberc ≥ maxx∈Nd d∗(x). In order to find that global maximal drift, common global
optimization techniques like gradient based methods and simulated annealing can not be used, since there
is no guarantee to get the real global maximum. What we propose instead is to solve∇d∗(x)|p = 0 for
all p∈ 2{x1,...,xm}, where f (x)|p denotes the projection of the multivariate functionf onto the subspace
spanned byxi ∈ p to retrieve allK possible candidatesmk. In order to solve the equation systems
∇d∗(x)|p = 0, we suggest the use of the polyhedral homotopy continuation method, which is guaranteed
to find all roots. For implementations, we refer to [13] and [18]. Finally, after restricting the candidate set
to M = {mk | mk ∈ R

d
≥0}, we setc= maxm∈M d∗(m). Please note, that due to the existence of a maximal

valuec, the chosen Lyapunov function serves as a witness for ergodicity assuming an irreducible MPM.
By scaling the Lyapunov function by1

c+γ we retrieve the normalized drift

d(x) =
d
dt

E[g(X(t)) | X(t) = x]

and using conditions 1 and 2 from Theorem 1 we get

d(x) ≤
c

c+ γ
− χ̄W (x), (1)

whereχ̄W (x) = 1 if c 6∈ W and 0 else. Multiplying Inequality 1 withπ(x) and summing overx leads us
to

π(W̄ ) = ∑
x6∈W

π(x)≤
c

c+ γ
.

Convergence of this sum is guaranteed for (infinite) ergodicMPMs as stated in [10]. Consequently, we
can exploit this inequality by directly choosingd(x) = ε

cd∗(x), i.e. settingλ > 0 such thatε = c
c+γ , to

getπ(W )> 1− ε for
W = {x∈ N

d | d(x)> ε −1}.

State-wise Bounds Given our state space windowW , our next goal is to get lower (l(x)) and upper
(u(x)) bounds on the steady-state probabilities insideW , i.e. probability vectorsl andu such thatl(x)≤
π(x) ≤ u(x) for all c∈ W . For this, we will employ the methodology developed by Courtois and Semal
[5] [6] which we have extended to infinite state MPMs in [7]:
Theorem 2 ([7]) Let Q be the infinitesimal generator of an ergodic CTMC X(t) with countably infinite
state space S and letW ⊆ S be a finite subset of the state space. Further, we let the matrix C be the finite
submatrix ofQ containing exactly the states inW . If by U we refer to the uniformized CTMC ofC, i.e.

U = I +α−1C with α > max
i

−C(i, i),

then for all x∈ W we have

min
j

πUj (x)≤
π(x)

∑x∈W π(x)
≤ max

j
πUj (x)

whereπUj is the steady-state distribution of matrixUj which is matrixU made stochastic by increasing
column j.
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As presented in the previous paragraph, we have 1− ε < ∑x∈W π(x) ≤ 1. Consequently, we can use the
geometric bounding technique to obtain the unconditional state-wise bounds from Theorem 2, that is to
retrieve for all statesx∈ W

l(x) = (1− ε)min
j

πUj (x) ≤ π(x)≤ max
j

πUj (x) = u(x).

Geobound All these presented techniques, i.e., the retrieval of geometric bound via Lyapunov func-
tions and the computation of state-wise steady-state bounds via the methodology of the previous para-
graph have been implemented in a prototypical tool called GEOBOUND [23].

3.3 Truncation-based CSL Model Checking

Given a CTMCC , we want to check whetherC satisfiesΦ. This is done in two phases. At first, we
construct a finite truncation that is sufficient to check the formula. To this end, we employ an algorithm
to determine suitable truncations. The states explored depend on the specific CSL formula analyzed.
The computation works by recursive descent into sub-formulae. The most intricate formulae are the
probabilistic operators, for which we use the technique from Section 3.1. After the exploration, we can
computeJsinit ,ΦK on the finite truncation.

Algorithm 2: TRUNCATE(C = (S,sinit ,R,L),Φ). CSL state space exploration.

function TRUNC(C ,W ,Φ)
switch Φ do

casea return W

case¬Ψ return TRUNC(C ,W ,Ψ)
caseΦ1∧Φ2 return TRUNC(C ,W ,Φ1)∪TRUNC(C ,W ,Φ2)

caseP⊲⊳p(X
I Ψ) return TRUNC(C ,W ∪W ,Ψ)

caseP⊲⊳p(Φ1 U [t,t ′ ] Φ2)
Wt = TRANSIENTTRUNC(C ,W ,stop(Φ), t,ε)
Wt ′ = TRANSIENTTRUNC(C ,Wt ,stop(Φ), t ′− t,ε)
return TRUNC(C ,Wt ′ ,Φ1)∪TRUNC(C ,Wt ′ ,Φ2)

caseS⊲⊳p(Ψ) return TRUNC(C ,post(W )\W ,Ψ)

return C |TRUNC(C ,{sinit},Φ)

Algorithm 2 describes the exploration component. Given a CTMC C = (S,sinit ,R,L) be a CTMC
and a state formulaΦ, we call TRUNC(C ,{sinit},Φ). Afterwards, we can use the CSL model checking
algorithm for a ternary logic on the model obtained this way.With stop(Φ) we denote a set of states for
which we can stop the exploration immediately, as exemplified in Section 3.1. For nested formulae, this
value is computed by a simple precomputation in a recursive manner.

We employ ternary CSL model checking on the finite model obtained. However, we have already
obtained state-wise bounds on the steady-state probabilities beforehand using the approach presented in
Section 3.2 and implemented in the tool GEOBOUND. Thus, to obtain the lower bound probabilities of
S⊲⊳p(Ψ), we sum up the lower bound steady-state probabilities of statess∈ W with Jx,ΨK = ⊤. For
the upper probability bound, we sum upper steady-state probabilities of statesswith Jx,ΨK 6=⊥ and add
the probabilityε that limits the steady-state probability outsideW . The probabilities computed are the
probabilities for all states, because the model is ergodic.
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Correctness Consider a truncationC |
W

= (W ∪W ,RW ,LW ) constructed for the input CTMCC and
a state formulaΦ. If we obtain the truth valueJs,ΦK 6=? in CW , then this is also the truth value inC :
The correctness is independent of the exploration algorithm, which plays a role for performance and
applicability of the approach. If too many states are explored, we may run out of memory, whereas if too
few are explored, we are unable to decide the value in the original model. As a result, the correctness of
the algorithm for CSL without steady state follows by givinga simulation relation [17, Definition 3.4.2]
betweenC andC |

W
and [17, Theorem 4.5.2]. The correctness of the steady-state extension follows as

we give safe upper and lower bounds in exactly the same way as it is done in [17, Theorem 4.5.2].

4 Experimental Results

Using several case studies, we assess the effectiveness of our technique. For that, we have combined the
tool GEOBOUND [23] to compute bounds on steady-state probabilities for Markov population models
with the infinite-state model checker INFAMY [14]. This way, we can effectively handle the combination
of models and properties described in this paper. To show theefficiency of the approach, we applied our
tool chain on a number of models from different areas. The results were obtained on an Ubuntu 10.04
machine with an Intel dual-core processor at 2.66 GHz equipped with 3 GB of RAM. The tools used are
available1. Instead of the truth value for the formula under considerations, in the result tables we give
intervals of the probability measure of the outer formula. Note that in case of a single (ergodic) strongly
connected component, there is a unique steady state distribution and it suffices to state a single pair of
lower and upper probability bounds for a CSL formula with outer steady state operator since the validity
is the same for each state. We make use of a derived operator for conditional steady-state measures
defined as

Js,S⊲⊳p(Φ1 | Φ2)K=











⊤, SL(Φ1|Φ2)⊲⊳p∧SU (Φ1|Φ2)⊲⊳p,

⊥, SL(Φ1|Φ2)6⊲⊳p∧SU (Φ1|Φ2)6⊲⊳p,

? else,

where

SL(Φ1 | Φ2) :=
SL(Φ1∧Φ2)

SU (Φ2)
,

SU(Φ1 | Φ2) :=
SU(Φ1∧Φ2)

SL(Φ2)
.

Protein Synthesis [12] We analyze the MPM encoding protein synthesis, as depicted in Table 3. In
biological cells, each protein (P, x2) is encoded by a gene (G, x1). If the gene is active (G = 1), the
corresponding protein will be synthesized with rateν = 1.0. Proteins may degenerate with rateδ = 0.02
and thus disappear after a time. The gene switches from active state to inactive (G= 0) with rateµ = 5.0
and vice versa with rateλ = 1.0. Note that in a previous paper, this model has been presented as a
stochastic Petri net (SPN). Often, transition class modelsand SPN (without zero-arcs) can trivially be
encoded within each other.

We consider the property that on the long run, given that there are more than 20 proteins, a state with
20 or less proteins is most likely (with a probability of at least 0.9) reached withint time units:

S>p(P>0.9(♦
[0,t]P≤ 20) | P> 20).
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j τ j α j(x) v( j)

1 (α1,v1) λ (1−x1) eT
1

2 (α2,v2) µx1 −eT
1

3 (α3,v3) νx1 eT
2

4 (α4,v4) δx2 −eT
2

Table 3: Transition classes of the protein synthesis model.

Table 4: Protein synthesis results.

ε t depth
time

n
probability bounds

GEOBOUND INFAMY [SL, SU ]

10−1
10 8

0.9
0.1 217 [0.002, 1.0]

20 8 0.1 217 [0.003, 1.0]
60 8 0.1 217 [0.004, 1.0]

10−3
10 5

3.2
0.3 1531 [0.144, 1.0]

20 5 0.4 1531 [0.259, 0.816]
60 5 0.7 1531 [0.317, 1.0]

10−6
10 3

7.8
34.3 46431 [0.451350,

0.454779]
20 3 67.0 46431 [0.813116,

0.817401]
60 3 257.5 46431 [0.997642, 1.0]

We give results in Table 4. The shortcut stop of Algorithm 2 was not used for the analysis. With
“depth” we specify the number of states of the shortest path from the initial state to any other state of the
truncation. The runtimes of GEOBOUND and INFAMY is given in seconds. The rate of decay of proteins
depends on the number of proteins existing. For the states onthe border ofW , we have large rates back
to existing states. Because of this, for the given parameters the state space exploration algorithm does not
need to explore further states, and the total number of states exploredn does not increase with the time
bound. To obtain differentn, we would have needed to choose extremely large time bounds,for which
analysis would be on the one hand infeasible and on the other hand would lead to results extremely close
to 1. The lower and upper bounds are further away thanε . This results, because we have to divide by
SU (Φ2) for the lower and bySL(Φ2) for the lower bound. In turn, this may lead to a much larger error
thanε .

Gene Expression [25] Next, we analyze a network of chemical reactions where a geneis transcribed
into mRNA (M) with rate λ = 25.0 and the mRNA is translated into proteins (P) with rate µ = 1.0.
Both populations can degrade at ratesδM = 2.0 andδP = 1.0, respectively. The corresponding transition
classes are listed in Table 5. The property of interest is thesteady-state probability of leaving a certain
set of statesW enclosing more than 80% of the steady-state probability mass most likely withint time
units, i.e.,

S>p(P>0.9(♦
[0,t]¬W) | W),

1 http://alma.cs.uni-saarland.de/?page_id=74

http://alma.cs.uni-saarland.de/?page_id=74
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j τ j α j(x) v( j)

1 (α1,v1) λ eT
1

2 (α2,v2) µx1 eT
2

3 (α3,v3) δMx1 −eT
1

4 (α4,v4) δPx2 −eT
2

Table 5: Transition classes of the gene expression model.

where
W := M > 5∧M < 20∧P> 5∧P< 20

with S>0.8(W) =⊤.

Table 6: Gene expression results.

ε t depth
time

n
probability bounds

GEOBOUND INFAMY [SL, SU ]

10−1
2 24

3.4
5.2 2558 [0.01, 0.2]

4 24 6.0 2558 [0.3, 0.6]
8 24 8.5 2558 [0.8, 1.0]

5 ·10−2
2 20

6.1
11.9 3663 [0.015, 0.078]

4 20 15.4 3663 [0.34, 0.46]
8 20 22.1 3663 [0.90, 1.0]

10−2
2 15

8.5
99.3 11736 [0.015, 0.029]

4 15 139.9 11736 [0.37, 0.40]
8 15 219.5 11736 [0.97, 1.0]

The results are stated in Table 6. Similar to the protein synthesis case study, we see that there is
no increase in the number of states, because the window size already comprises enough states for the
transient analysis. In Table 7 we consider results for the subformulaP>0.9(♦

[0,t]¬W). We compare the
methods to explore states for the transient until describedin this paper (Advanced) with the finite state
projection [21] (FSP) previously used in INFAMY . We see that the time needed is comparable, but the
new algorithm needs to explore less states. This is the case because with the method introduced here
when building the finite truncation we have more control intowhich direction we explore. In contrast,
the FSP explores the model into all directions at the same time, until enough precision is reached. When
we use the shortcut stop (Advanced+AP), we will not explore states further in which¬W holds. When
exploring the model, for larger time bounds there is some point at which there are almost only states of
which all successors have been completely explored and states for which¬W holds. Thus, the maximal
number of states to be explored is constant with this optimization, except for very large time bounds.

For the protein synthesis, there is almost no difference in the number of states needed by the new
method and FSP. Because it has only one infinite variable, there is just one direction to be explored.
Thus, the new method performs worse, as it needs more effort to explore into this direction.

Using the shortcut method also allows us to handle the formula P>0.9(♦¬W), involving the un-
bounded until operator. Using a precision of 10−6, we needed a total time of 1.5 seconds, reached
974 states and obtained a reachability probability almost 1.0. Using a precision of 10−10, we needed
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Table 7: Gene expression - comparison of methods.

T
FSP Advanced Advanced+AP

time n time n time n
1 0.3 1223 0.5 803 0.3 495
2 0.8 1889 1.1 1257 0.6 838
3 1.2 2209 1.5 1460 0.8 945
4 1.5 2344 1.9 1557 0.9 971
5 1.8 2483 2.1 1610 0.9 974
6 2.1 2483 2.4 1647 1.0 974
7 2.4 2554 2.7 1674 1.1 974
8 2.7 2554 2.9 1690 1.2 974
9 3.0 2626 3.2 1707 1.2 974

10 3.2 2626 3.3 1720 1.3 974

3.7 seconds and explored 1823 states. For the computation ofunbounded until probabilities, efficient
specialized algorithms were used, which explains that we needed less time than for some of the time
bounded experiments.

Exclusive Switch [19] The exclusive switch is a gene regulatory network with one promotor region
shared by two genes. That promotor region can either be unbound (G= 1,G.P1 = 0,G.P2 = 0) or bound
by a protein expressed by gene 1 (G = 0,G.P1 = 1,G.P2 = 0) or gene 2 (G = 0,G.P1 = 0,G.P2 = 1).
If the promotor is unbound, both proteins are expressed, each with rateρ = 0.05, otherwise only the
protein that is currently bound to the promotor is produced at rateρ . Proteins degrade at rateδ = 0.005.
Binding happens at rateλ = 0.01 and unbinding at rateµ = 0.008. The transition class structure is given
in Table 8.

j τ j α j(x) v( j)

1 (α1,v1) ρx3 eT
1

2 (α2,v2) ρx3 eT
2

3 (α3,v3) δx1 −eT
1

4 (α4,v4) δx2 −eT
2

5 (α5,v5) λx1x3 (−e1−e3+
e4)

T

6 (α6,v6) λx2x3 (−e2−e3+
e5)

T

7 (α7,v7) µx4 (−e4+e1+
e3)

T

8 (α8,v8) µx5 (−e5+e2+
e3)

T

9 (α9,v9) ρx4 eT
1

10 (α10,v10) ρx5 eT
2

Table 8: Transition classes of the exclusive switch.

This system has two attractor regions, i.e., two spatial maxima in the steady-state probability dis-
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tribution over the protein levels, one atP1 = 10,P2 = 0 and the other one atP1 = 0,P2 = 10. We are
interested in the switching time between these two regions.For this, we estimate the time needed for a
90%-quantile of the steady-state probability mass of one ofthe two attractors to reach the other attractor
region. More precisely, let

start := ||(P1,P2)− (10,0)||22 ≤ 4

end := ||(P1,P2)− (0,10)||22 ≤ 4.

Then, the formula to check is
S>p(P>0.9(♦

[0,t]end) | start).

Note that since the model is symmetric we only have to check one formula from one attractor to the
other. The corresponding results are depicted in Table 9.

Table 9: Exclusive switch results.

ε t depth
time

n
probability bounds

GEOBOUND INFAMY [SL, SU ]

10−1

7700 14

5.8

47.9 3414 [0.2, 0.7]
7800 14 48.0 3414 [0.3, 0.9]
7900 14 47.6 3414 [0.5, 1.0]
8000 14 48.1 3414 [0.6, 1.0]

5 ·10−2

7700 12

6.9

128.3 4848 [0.26, 0.49]
7800 12 129.7 4848 [0.43, 0.70]
7900 12 130.5 4848 [0.64, 0.98]
8000 12 131.0 4848 [0.83, 1.0]

10−2

7700 8

86.2

1881.6 14806 [0.30, 0.35]
7800 8 1904.5 14806 [0.50, 0.56]
7900 8 1930.1 14806 [0.75, 0.82]
8000 8 1942.9 14806 [0.96, 1.0]

From these results we may conclude that in half of the cases, most likely the switching time between
the attractor regions is at most 7800 time units, while in almost all cases the switching time is most likely
below 8000 time units, assuming the system has stabilized toa steady state.

5 Related Work

The techniques of this paper are derived from combinations of our previous works [14, 15] and [7, 23].
This work has been inspired and is related by a number of otherworks.

Finite state projection (FSP) by Munsky and Khammash [21] isclosely related. The method also
works on building a finite truncation of the original model. The proofs given work for general truncations,
but in their publications they always use an algorithm whichexplores the model in a breadth-first way.
They consider time-bounded reachability and no logic like CSL. Adaptive uniformization for CTMCs
was introduced by van Moorsel and Sanders [20]. In this approach uniformization is recalibrated to
perform well when exploring the state space on the fly. Remke et al. [22] have developed algorithms for
model checking CSL against infinite-state CTMCs of Quasi-birth-death processes (QBDs) and Jackson
queuing networks (JQNs). The systems to which the method is applicable are less general, but the



106 Model Checking CSL for Markov Population Models

approach is less expensive than our method. To the best of theauthors knowledge, the method to bound
the steady-state probabilities using Lyapunov functions is used here for the first time for general MPMs.

6 Conclusion

In this paper, we have shown how to model check CSL on Markov population models of infinite size.
Without the steady-state operator, the method is also applicable for general CTMC derived from a high-
level specification. We have evaluated our method on models from the biological domain. The method
extends previous related publications by means to check thesteady-state operator and gives guarantees
for the truth value obtained.

As future work we plan to integrate these methods into our probabilistic online model checker: IS-
CASMC:

http://iscasmc.ios.ac.cn/IscasMC/
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