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Display cases in supermarket systems often exhibit symitation, in which the expansion valves
in the display cases turn on and off at exactly the same tirhe.study of the influence of switching
noise on synchronization in supermarket refrigerationesys is the subject matter of this work. For
this purpose, we model it as a hybrid system, for which symization corresponds to a periodic
trajectory. Subsequently, we investigate the influencendtiching noise. We develop a statistical
method for computing an intensity function, which measti@sg often the refrigeration system stays
synchronized. By analyzing the intensity, we conclude thaincrease in measurement uncertainty
yields the decrease at the prevalence of synchronization.

1 Introduction

In a supermarket refrigeration, the interaction betwesrptrature controllers leads to a synchronization
of the display cases in which the expansion valves in thdalispases turn on at the same time. This
phenomenon causes high wear of compressors [6].

In this article, we apply the concepts [ini [7] to study a systefd2]. More precisely, we combine the
hybrid system model of a refrigeration system presentediith the proposed method for modeling
switching noise presented inl[7], and show that this forsmalis able to characterize de-synchronizing
behavior as a consequence of inaccuracy of temperaturauree@ant. The affect of this inaccuracy has
been utilized in a patent that proposes to adjust the cubdhcat-out temperatures for the refrigeration
entities to de-synchronize them [10].

The definitions of synchronization have been formulatedJngnd numerous examples of synchro-
nization have been analyzed in [9]. [n[12], the synchraimzaof a supermarket refrigeration system
was studied as periodic trajectories of a hybrid system wititate space consisting of a disjoint union
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of polyhedral sets and discrete transitions realized bgtnesmps defined on the facets of the polyhedral
sets.

However in real life applications, the switching instanaesnot deterministic, they are influenced by
system and measurement noise. Therefore, we suggest egrastthod rooted in stochastic analysis
[7], where noise is introduced into the system. For the stetith analysis, we “thicken” the switch-
ing surfaces to a neighborhood around them and formulat®lzapility measure of the switching in
such a way that the longer the trajectory stays within thght®rhood, the higher is the probability
of switching. As a result, this method provides the meansoafiuting intensity plots. By analyzing
them, we conclude that contrarily to the deterministic b@rathe system synchronizes intermittently.
In addition, we infer that the prevalence of synchronizatiocreases with decreasing uncertainties of
the temperature measurements. In conclusion, the methimdeosity plots provides a tangible test of
whether and how frequently synchronization occurs in agefation system.

The article is organized as follows. In Sectidn 2 and Se@iore recall, from[[12], a simple model
of a refrigeration system and demonstrate that this modatitte with the notion of a hybrid system,
technical details are given in the appendix. Sedtion 4 Staihtroducing the notion of switching un-
certainity from [7], which then is used to incorporate ina@cy of temperature measurement into the
model. Subsequently a synchronization analysis of thigerfition system is performed.

2 Refrigeration system

First, a brief description of a refrigeration cycle of a suparket refrigeration systems with display cases
and compressors connected in parallel, see figure 1 for aigrigyout.

The compressors, which maintain the flow of refrigerant, gmss refrigerant drained from the
suction manifold. Subsequently, the refrigerant passesitfin the condenser and flows into the liquid
manifold. Each display case is equipped with an expansibreyvthrough which the refrigerant flows
into the evaporator in the display case. In the evapordtendfrigerant absorbs heat from the foodstuffs.
As a result, it changes its phase from liquid to gas. Fin#tig,vaporized refrigerant flows back into the
suction manifold.

In a typical supermarket refrigeration system, the tentpezan each display case is controlled by
a hysteresis controller that opens the expansion valve Wieeair temperaturé (measured near to the
foodstuffs) reaches a predefined upper temperature TithifThe valve stays open unfil decreases to
the lower temperature limif'. At this point, the controller closes the valve again. Reacteveals that
if the display cases are similar, the hysteresis conthave tendency to synchronize the display cases
[6]. It means that the air temperaturgdor i € {1,...,N}, whereN is the number of display cases, tend
to match as time progresses.

In the sequel we discuss, for simplicity, a model of a refiagjen system that consists of only
two identical display cases and a compressor. The dynariteg @ir temperaturd; for display case
i € {1,2} and the suction pressukefor the system of two display cases are governed by the follpw
system of equations,

X = &5(X) = AsX+Bg, (1)
where
—a—0C 0 od b+ed T
A5: 0 —a—62C 52d ,85: b—|—852 , X= T2 ,

0 0 -—a B+ +5 P
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Figure 1: Layout of a simple supermarket refrigeration eyst

with a, b, c,d, e a, B constants whose specific values are provided in Appéndia@dd = (&1, &) € 22
with 2 = {0,1} and & € {0,1} the switching parameter for display caseit indicates whether the
expansion valve is closedi(= 0) or open § = 1). The switching law is given by the hysteresis control:

1 ifT>T
5=40 IfT<T (2)
& ifT' <Ti<TY,
whereT" and'l'i| are respectively the predefined upper and lower temperhtnits for display case.

By convention, = 0 for any initial conditioriT; (o) = T.? €]T,!, TY[. Such an initial condition is assumed
throughout this paper; hencg] (2) is well defined.

3 Refrgeration system as a hybrid system

Consider the following scenario. Letty) € [T/, TY[x|Ts, TY[xR,, and§ = (0,0); thereby, both
display cases are initially switched off. Suppose thatraeti, the air temperatur@; of theith display
case reaches the upper temperature lfitthen theith display case is switched on, afd= 1. This
scenario indicates that the refrigeration system (1) caapifour dynamical systems, each defined on a
copy of the polyhedral set

Q= [T]|.>T1u] X [T2|7T2u] xRy, (3)

as illustrated in Fid.12. A discrete transition between éfesir systems takes place whenever a trajectory
reaches one of the following four facets@f

FY=FI(Q)=&" [TllaTlu] % [T2|7-|-2u] xR, and
R =F(Q) = [T, Ty] x 87[T3, T x R,
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§=(1,0) § = (0,0)

§=(1,1) §=(0,1)

o 5 0

Figure 2: The state space of the refrigeration system dimgisf two display cases is illustrated. Here,
the pressure axis is suppressed, aTil'd'I'i“) = (0,5). The direction of the vector fieléy is indicated by
the dark shaded triangles (see Proposition Lih [12]).

with a € 2 andd°[a, b] = {a}, 6'[a,b] = {b}.
Moreover, the transitions between subsystems can be dedayieight reset mag? (d) : F,

N
{8} = R % {1(i,5)} defined byR (8) (x,8) = (x,1(i,8)) with

11.,8) = (121.8)026.8) = { {251 %) =2

where the results of the summation are computed modulo @itilretly, the magd takes a polyhedral set
enumerated by to the future polyhedral set. The varialilandicates that the discrete transition takes
place when the temperatufereaches its upper or lower boundary. The domain of a reset wilifbe
referred to as a switching surface. Specifically, a swigtgarface is a facet of one of the polyhedral
sets making up the state space of the refrigeration sysfem (1

The above construction allows us to identify the refrigerasystem as a switched hybrid system.
More precisely, let?? = {Ps | P; = Q x {8}, & € 22} consist of the four polyhedral sets making up
the state space? = {&5 | &5(X) = Asx+Bs, & € 22} consist of the four dynamical systems, and
Z = {R(8) | (i,0) € {1,2} x 2°} consist of the eight reset maps. Then the tri{ple, ., %) constitute
a hybrid system as defined in Appendix]6.2. Hence the behafite system is expressed by means of
a (hybrid) trajectory which heuristically can be descritsguiply as the union of trajectories generated
by four local dynamical systems, see ApperidiX 6.3 for a peedescribtion.

With this notion at hand we say that a refrigeration systeml#xasymptotic synchronization if
there exists 4T, )-periodic trajectory which is asymptotically stableXri [5, Definition 13.3], where
X* denote the quotient space/ ~ with X = |Js.02 Ps and ~C X x X the equivalence relation, [2],
generated by the reset maps4h For a detailed explanation see [12], where it is also shdwhthe
refrigeration system generates an asymptotically stelye2)-periodic trajectory, withl, ~ 261, lying
on the diagonal oP ) andPy ).

The (hybrid) refrigeration system with two display caseslustrated in Fig[8. Here, each element
of & has been (orthogonally) projected onto {fig, T»)-space. Hence, the polyhedral sBfsare rep-
resented by cubes. The three cuBgs), P10, P1,1) have been vertically and/or horizontally reflected
(compare with Fid.12). The stippled lines in the drawing @ade the reset maps .



44 Stochastic Analysis of Synchronization in a Supermarkétig@ation System

Figure 3: TheT, T,-state space of the refrigeration system consists of twalaliscases. The reset maps
are indicated by the stippled lines (see Fig. 2 and its cagtiofurther explanation). The pressure axis
has been suppressed,; thus, eBgk- Q x {d} is illustrated by a square. By abuse of notation, the facets
of P5 are denoted b¥“ (instead off x {&}).

4 Stochastic analysis of synchronisation

So far, the discrete transition from a local system to arrdiae been described as deterministic. In other
words, it take place with probability one when a trajectanjts” a switching surface. However, from a
practical point of view, this causes a problem. For instaaog sampling step will result in the trajectory
“hitting” the switching surface with probability zero. Or@unt of model uncertainty, noise, and most
of all the inaccuracy of temperature measurement, the Bingcsurface should therefore be “thickened”
by replacing each switching surface with an open neighlmmthad it.

In the sequel, we incorporate the “thickening of switchingfaces” into our model of the refrig-
eration system. Specifically, we construct an open neidtdmat around the switching surfaces within
which a probability measure on each trajectory is proposdtrwards, we use this measure to describe
the probability of a discrete transition, in such a way thatlonger a trajectory stays within the neigh-
borhood the higher becomes the probability of a transitidris makes it possible to devise a method for
analyzing the typical behavior of the system, as well as aefaysualizing it.

LetU be a stochastic variable uniformly distributed[erz, €] with density functionp(u) = I|_ ¢ (u)/2e,
wherel a denotes the indicator function of a #etConsequently, the distribution bf can be described
by the survivor function

" 1 u< —¢€
Su=1-[ p(v)dv=4q1-(u+e)/2e |u<eg
¢ 0 u> e,

which is the probability o&) > u, P(U > u). The distribution o) can also be described by its conditional
intensity (or hazard) functioh(u) = p(u)/S(u) = I|_¢ ¢ (u) /(€ — u). Heuristically, a small variation of
h(u) is the probability olU being in a small region aroungdconditional onJ not being smaller than,
P(U € du|U >u). The conditional intensity function, for short intensityrns out to be a convenient
starting point for defining stochastic transitions betwtendifferent local dynamical systems.
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To this end, we derive an intensity function suitable for purpose. Recall the notation introduced
in Sectior[6.2, and I (5) = F,*™% UF,2?% denote the union of switching surfaces in the polyhedral
setPs. Furthermore, leF (5)¢ denote thee-neighborhood of (6) in R3,

For x € F(9)%, let Fi'i("é) be a switching surface withia (Hausdorff) distance ta, and define
Xi,5) = X— Tg; 5)(X), wherery; 5 is the orthogonal projection ont@'i("‘s). Hence, whe;; 5) is non-zero,
it is a normal vector td:i'i("a) (more precisely, to the affine hull ﬁli(l'é)). It points intoPs whenx
Ps — Fi'i("é) and out ofPs whenx € F(5)® — Ps. Letn;; 5) denote a normal vector E}"("‘S) which points
out of P5. By means of the above quantities, we define the paramgigi(x) = [X; s |Sign(n; 5, X )
wherex 5) = X 5)(X) is regarded as a function &f

Now let y(t;k) denote a trajectory (see Appendix]6.3) of the refrigeratigstem, and assume that
y(t; k) follows systemd, i.e.,y(t;k) = &5(y(t;k)). The intensity functiom; 5 for switching from system
0 to system (i, &) at y(t; k) can now be defined as

0 bij (Y(t;K)) < —¢
his) (Y(t:K)) = ¢ h(uij (V(tK)) - |uij (v(t:K))| < &
00 uij (y(t;K)) > &.

Hence,h; 5)(Y(t;K)) is the intensity of the signed orthogonal distance frg(ak) to the switching sur-
face Fi"("6> in the e-neighborhood ofPs. As a result, any trajectory whose intersection with e

neighborhood oFi'i("5) is contained in a normal subspacd:fé"5) will switch according to the uniform
distribution on the restriction of the trajectory to theneighborhood.

The above construction successfully copes with switchimgvhich a trajectory reaches one switch-
ing region at a time. To deal with the situation where a pofrgwitching is within distance to both
switching surfaces, we will assume that switching to eacthefsystems will happen independently.
With this assumption, we immediately conclude thag(if, k) follows systemd, and is within distance

¢ from both F2'2(2'6) and F2'2(2'6) then the intensity functioihs for switching from systend to system
I(i,8) aty(t; k) is given byhs(y(t;K)(t)) = h 5 (V(t:K)) +h2.6) (y(t:K)). Thus, if the discrete transition
occurs aty(t;k), the switch to the systert{i,d) happens with probabilith; 5)(y(t;k))/hs) (y(t;K)).
Equivalently, we can allow switching to happen accordingalloof the intensitiesh; 5 (y(t;k)) and
h 5 (y(t;k)) independently of each other and disregard all the switehiagept the first one which
determines the switching.

Based on the above theory and numerical simulations, we onoduct synchronization analysis of
the refrigeration system when switching noise is preseatbégin with, we describe how the theory is
implemented in simulation. For this, we follow AlgorithmdTl in [3] p. 260].

When a trajectory enters the switching regiof® ), an exponentially distributed variable with mean
one is simulated. Thereafter, for each sample, the inteissitalculated, and subsequently the integral
of the intensity is computed inductively. Afterwards, th@enentially distributed variable is compared
with the number obtained by the integral computatian [3,58 @emma 7.411)]. As a consequence, the
switching occurs at the sample point where the integralexktlee exponentially distributed variable.

In the above setup, the system trajectories become stimHasmtce, we can apply concepts such as
mean values to describe the system behavior. For a trajetfor,), A C X andl = [t/,t"] C [0, ),
let Z,(A 1) be the arc length frortf tot” of y insideA. As a consequenceg,— Z,(A, 1) defines a non-
negative random variable, whose mégiZ (A, 1)] describes the curve intensity relative (#,1). The
curve intensity measures the typical behavior of trajéesdoy the mean length of trajectories loimside
A
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We illustrate the typical behavior of the refrigerationtsys with two display cases by simulation of
the curve intensity. For this purpose, we use the followitlggp@hm: (1) Fix a time interval C [0, )
and a sufficiently regular subsatcC X. (2) Simulaten trajectoriesy, ... y. (3) Divide A into small
subsetsA;. (4) CalculateE[Z(A,1)] ~ £ 5 Zy, (Ai,1) wherezy, (A;,1) is approximated by the number of
sampling points (on trajectories) falling /.

Figure 4. Each of the plots in column one and two are illusttain various projections of the space
obtained by identifying the four copies €f in (3) used to define the state space of the refrigeration
system. The first column represents intensity plets,0.1, | = [0,10°], based om = 10 trajectories at
the point(0,0,15.23) on the asymptotically stabl€l,,2)-periodic trajectory found in [12] (topT;To-
plane, bottom:T;P-plane). The second column represents one of the ten wajEstin a subinterval of

| (top: T, T-plane, bottom:T;P-plane) shown in the time intervél®,1.1- 10°]. The last two columns
represent four of the ten simulations and show the sample-¢ivolution of suction pressure

Intensity plots forl = [0,10°], € = 0.1 andn = 10 have been generated for initial values both within
and outside the basin of attraction of the asymptoticatiylst(Ty, 2)-periodic trajectory found iri [12].
The resulting intensity plots are similar to the one illagid in the first column of Figufé 4. Contrarily to
the deterministic behavior, the system synchronizes omtaldy over the time interval, as seen in the
last two columns of Figuriel 4, where the pressure peaks.28I®rrespond to the presence of {fig, 2)-
periodic trajectory (synchronization). The behavior & 8ystem in the remaining time is indicated in
the first column of Figurél4 as the colored area except for thgothal (top) and yellow/green circle
through (0,15.23), and in the last two columns as pressure peaks at 10. We rahatrkhe peaks at
10 do not correspond to another limit cycle, as shown in tleersg column of Figurél4 (in fact this
correspond to the intervél P, 1.1 1P| of the plot in the right lower corner).

Further simulations reveal that the time spent in (fig 2)-periodic trajectory is highly dependent
one. Fore = 0.1, relatively little time is spent in theT,, 2)-periodic trajectory, whereas far= 0.01,
the behavior closely matches that of the deterministic.cadere precisely, fore = 0.01 and initial
values in the basin of attraction, the system rapidly caye®to the(T,, 2)-periodic trajectory and stays
close to it with a high probability, while for initial valuesutside the basin of attraction, the system
has a small probability of converging to tli&,, 2)-periodic trajectory within the time interval As
a consequence, the relative frequency of appearance dfTthe)- trajectory can be described as a
monotonically decreasing functidi{¢) € [0, 1], wheref(0) = 1 corresponds to the deterministic case.

In summary, uncertainties of the temperature measurenmghignce synchronization and can be
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used to design de-synchronization scheme. We concludeatitihg noise as above to temperature
measurements de-synchronizes the refrigeration systenmaohkease in measurement uncertainty yields
a decrease of the prevalence of synchronization.

5 Conclusion

In this paper, we have investigate the influence of switchioige on the synchronization phenomenon
in supermarket refrigeration systems. We have developadheerical method for computing intensity
plots. By analyzing them, we have concluded that the timedfrggeration system stays synchronized is
dependent on uncertainties of the temperature measurenfegteater measurement uncertainty yields
a smaller accumulated time in which the refrigeration sysitein synchronization.

6 Appendix

6.1 Model of refrigeration system

The mathematical model presented here is a summary of thelmedeloped in[11]. For thigh display
case, dynamics of the air temperatiligg; can be formulated as

dTair.i _ ngodsrair,i + Qload.i - dQe.maxi

h: with (4a)
dt (1+ %) Mwall,iCp,wall
ngod&airi + Qloadi
walli air,i UAairfwaII,i ) ( )
ngods—aini = UAgoods—air,i (TgQi - Tair,i)a (4C)
Qemaxi = UAwall—retmaxi (TwaILi —ar I:)suc_ bT), (4d)

where the process parameters are specified in Table 15 a0, 1} is the switch parameter for thth
display case. When = 0, theith expansion valve is switched off, whereas wideg- 1 it is switched
on. The suction manifold dynamics is governed by the diffea¢ equation

dPsyc _ 2!‘:1 Mo + r.nr,const— Vcom;)(ap Psuc+ bp) 5)
dt Vsue: UPsuo ’

whereN is the number of display cases, amg; = rnp fori € {1,...,N}.

We denotel; = Tyirj andP = Psycand write the dynamics of the air temperature and suctiogspre
in the concise form (with the process constant$ i (4a) c@tkina, b,c,d, e, a, 3 and then replaced by
their numerical values)

T =-aTi+b—&(cTi—dP—e¢) (6a)
= —0.0019T; + 0.0244— & (—0.0012T; + 0.050€P + 0.1065),

P=—0aP+ B+ +&=—0.056°+0.0038+ & + . (6b)
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Display cases

UAwall—ref,max 500 g Tg0 3.00C
UAg00ds-air 300 5% Iy 1.0kg/s
UAqir —wall 500 Qioad 3000J/s
¥ const 025 Mwall 260kg
Opsuo 4.6 kgar Cpwall 385 ]@]7
The same parameters has been used for all display cases.
Compressor

- 3

Veomp [ 028 I

Suction manifold

Vsuc [[_5.00m° T

Air temperature control

T [[ 0.009%C [ T¢ [[ 5.00°C
Coefficients

ar = —16.2072 J[ by = 419095 [[ a, =46 [[ b, =04

Table 1: Parameters for a simplified supermarket refrigmratystem

6.2 Hybrid systems

A detailed study of the hybrid system presented below cawied in [8]. We writeF < P if F is a face
of the polyhedral seé®. Amapf : P — P’ is polyhedral if 1) it is a continuous injection, and 2) foryan
F < P there isF’ < P’ with dim(F) = dim(F’) such thatf(F) C F'.

Definition 1 (Hybrid System) For finite index sets J and D, a hybrid system (of dimensios a)triple
(2, %)= (Pp, S, %), where

1. &# ={Ps C R"| Ps a polyhedral sedim(Ps) =n, é € D} is a family of polyhedral sets.
2. Y ={&:Ps—>R"| Py &, & € D} is a family of smooth vector fields.

3. Z={Rj:F—=>F |F<PecZ F <P ecZ, dmF)=dm(F')=n—-1, j e J}is afamily of
polyhedral maps, called reset maps.

After identifying D with a finite subset oR, we can rewrite the hybrid systef’p,., %;) as Fig.

Sxa) e Fixa) = {(£00,0) xe Ry} for (x) €C. and
(xa)" € {Re(x,0)[x € G(x,q) =dom(Ry) < Py} for (x,q) €D,

WherEEZ U5€D(P5 X {5}) and 5: U{(&j)EDXJ ‘ dOI’T‘(Rj)-<P5}(d0n'(RJ') X {6}) This is preCiSEIy the
hybrid system in([4].

6.3 Trajectories of a refrigeration system

We bring in a concept of a (hybrid) time domain [4]. let NU{e}; a subset% C R, x Z, will be
called a time domain if there exists an increasing sequétbe o .. ky iN Ry U {0} such that

A= U Tx{)

ie{1,...k}

whereT; = [ti_q1,t]if i € {1,...,k—1}, andTy = {[E(ll’::% i': tt:i::

Note thatT; = [tj_1,t;j] for all i if k= 0. We say that the time domain is infinitekif= co or ty = co.
The sequencét; }ic(o,.. ky corresponding to a time domain will be called a switchingusege.

Definition 2 (Trajectory) A trajectory of the hybrid systett¥?p, ., %;) is a pair (%, Yy) where ke
NU{e} is fixed, and
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e % CR, xZy is atime domain with corresponding switching sequefide. (o, .. k}»
o v:. 9% — X=UsepPs x {0} is continuous (X has the disjoint union topology) and saissfi
1. Foreachie {1,...,k—1}, there exisd # &' € D such thaty(t;;i) € bd(Ps), andy(t;;i+1) €
bd(Pys ).
2. Foreachie {1,...,k}, there exist® € D such that the Cauchy probleﬁgy(t; ) =vy(t;i) =
Es(y(t;0)), y(ti—1;1) = Xi—1 € Py, has a solution on;TC .
3. Foreachie {1,... ,k—1}, there exists £ J such that R(y(ti;i)) = y(t;;i+1).

A trajectory at x is a trajectory %, y) with y(to; 1) = x. By abuse of notatiopwill sometimes be referred
to as a trajectory.

The next definition formalizes the notion of a periodic tcapey, which will be used in defining
synchronization of the refrigeration system.

Definition 3 ((T,I)-periodic trajectory) Let (T,l) € Ry x Z,. A trajectory (%,Y) is (T,l)-periodic
(or just periodic) if (1).% is an infinite time domain, and (2) for an¥i{1,....k} and te p(.%), where
p: % — [to, o[ is the projection f&,i) =t, we havey(t+T;i+1) = y(t;i).

In particular, if(%, y) is a(T,|)-periodic trajectory, and@ is nonzero them: . — [to, ] is surjec-
tive.
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