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As business processes become increasingly complex, effectively modeling decision points, their like-
lihood, and resource consumption is crucial for optimizing operations. To address this challenge, this
paper introduces a formal extension of the Business Process Model and Notation (BPMN) that incor-
porates choices, probabilities, and impacts, referred to as BPMN+CPI. This extension is motivated
by the growing emphasis on precise control within business process management, where carefully
selecting decision pathways in repeated instances is crucial for conforming to certain standards of
multiple resource consumption and environmental impacts. In this context we deal with the problem
of synthesizing a strategy (if any) that guarantees that the expected impacts on repeated execution
of the input process are below a given threshold. We show that this problem belongs to PSPACE
complexity class; moreover we provide an effective procedure for computing a strategy (if present).

1 Introduction

BPMN (Business Process Model and Notation) has emerged as a pivotal formalism in the realm of process
management, offering a standardized method for detailing business processes in various sectors, including
healthcare and industry. Its graphical notation facilitates the clear and precise representation of process
flows, enabling stakeholders to comprehend, analyze, and improve business operations. In the healthcare
sector, BPMN plays a critical role in implementing patient care guidelines [26]. Similarly, in the industrial
domain, it aids in the efficient management of manufacturing and supply chain processes, ensuring timely
delivery of products and services [15]. In these domains, increasing attention has arisen in the past
decade on the topic of Business Processes Management, where the choice of traces on the control side
is paramount. These applications demand measurement and employ, as a means for selection, notions
such as cost-awareness[23], energy-awareness[5], and resource-awareness [11], which naturally induce
scenarios where multiple measurements must be controlled.

In this paper, we proceed under the implicit assumption that all costs, energies, and resources utilized
are positive and exhibit additive characteristics. This implies that our process instances solely deplete
resources to fulfill their objectives without the capability to generate resources. As we will demonstrate,
this restriction contributes to favorable computational properties.

Moreover, we use the probabilistic split, referred to as nature, which signifies a decision based on a
probability distribution beyond the worker’s control. For instance, in healthcare, a nature is the chance
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of developing gastritis when taking Brufen 600 with a probability of 1%. Similarly, in industrial applica-
tions, machinery wear and tear may influence the production process, requiring maintenance stops during
production.

Finally, time consumption for tasks is considered, as they will be equipped with specific durations.
Our approach here is twofold. First, we aim to introduce a formal BPMN extension that addresses

execution in the presence of all the previously mentioned components, namely, BPMN plus Choices/
Probability/Impacts (BPMN+CPI). Next, we seek to provide a dynamic control mechanism, i.e., a strat-
egy, for BPMN execution. This is to ensure, where possible, that the expected impacts remain below a
set of user-defined thresholds. To elegantly juggle all these concepts within a single framework, we en-
rich the standard Petri Net semantics for BPMN to capture impacts, durations, and probabilities. We call
this model of computation the Simultaneous Probabilistic Impactful Network (𝖲𝖯𝖨𝖭). We then define a
graph representing all possible executions of 𝖲𝖯𝖨𝖭. This graph is combined with a natural modification
of classical reachability games to derive the desired strategy, if any. The primary aim of this study is
to determine, for a process formalized in BPMN+CPI, whether a controller exists that can accurately
execute each step of the process while ensuring that the expected value of each resource, across repeated
process instances, remains within predefined thresholds.

Upon establishing the computational model for BPMN+CPI, we tackle the challenge of synthesizing
a strategy for a specified process in BPMN+CPI, given a set of expected value thresholds. This is achieved
through the following steps:

1. Semantics by Petri Nets. After defining how to translate a BPMN+CPI into a 𝖲𝖯𝖨𝖭, we define the
semantics of both of them by giving the semantics of 𝖲𝖯𝖨𝖭 alone as an extension of classical Petri
net semantics. This includes introducing time durations for places, probabilistic transitions, and
the possibility (under certain conditions) of executing a set of enabled transitions simultaneously
instead of one at a time;

2. Computation Graph. All possible computations for the given 𝖲𝖯𝖨𝖭 are represented as a graph.
In this graph, each node represents a path of executions, and any edge between two computations
indicates that the source computation can be extended to the target computation by firing one or
more enabled transitions in the source computation;

3. Classical Reachability Game Graph Transformation [27]. By transforming the computation graph
into a classical reachability game graph, where spoiler nodes (typically denoted by □) represent
choices made by nature, we assess the existence of a “good” set of final states that can “attract” the
initial state. If such a set exists, we can infer the existence of our strategy.

The paper is organized as follows. In Section 2, we present and describe related work and the state-of-
the-art algorithms for finding strategies in computational models that can encode BPMN+CPI through
suitable translation. In Section 3, we illustrate a practical example of a BPMN process in an industrial
setting, followed by a formal definition of the BPMN+CPI model, detailing the components of choices,
probabilities, and impacts. Since we restrict ourselves to acyclic graphs, at the end of this section, we
briefly discuss a simple way of dealing with loops within the proposed framework. In Section 4, we
provide the complexity bounds for the strategy synthesis problem for BPMN+CPI. While Section 4 deals
with the decision problem of establishing whether a strategy exists or not, Section 5 focuses on effectively
synthesizing a strategy given a BPMN+CPI process and a bound for expected impacts. Finally, Section 6
highlights our main findings, their theoretical and practical impacts, and future research avenues.
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Methods Costs Durations Strategy

UPPAAL-Stratego
multiple,
not considered
for strategy

explicitly defined,
time is continuous

∙non-deterministic
∙ state explosion due to subset construction

PRISM multiple
negative allowed

implicit via
multiple states

∙ 𝜖-approximated strategy
∙ increases exponentially w.r.t 1∕𝜖

MPG-MDP multiple
negative allowed

implicit via
multiple states

∙ infinite plays
∙ BPMN+CPI would need difficult encoding
∙ game averages values on a per-step basis

Our method multiple,
only positive explicitly defined

∙ deterministic
∙ exact strategy by integrating rewards
and probabilities
∙ game averages values on a per-instance basis

Table 1: A summary of the features of the tool introduced in this study and the problems addressed by
UPPAAL-Stratego, PRISM, and MPG-MDP, respectively.
2 Related work

The most commonly accepted semantics for BPMN processes, used for both formal tasks like monitoring,
verification, and querying, and application-driven tasks like process discovery and execution forecasting,
is the Petri Net semantics. In this approach, a BPMN process is mapped into a Petri Net [12]. This
mapping retains several beneficial properties, including the crucial feature that the resulting net is 1-
bounded [6], meaning that from an initial state with one token, all configurations will have at most one
token per place. Under this 1-boundedness assumption, the Petri Net reduces to an exponentially succinct
representation of a finite automaton (FA) [18], where all labelings can be represented as sets of places
holding one token, making the number of states finite. If the language of this automaton is defined by
its transitions, the resulting FA is deterministic (DFA). Thus, many formal problems, such as querying,
emptiness checking, strategy synthesis (reachability games), and Linear Temporal Logic (LTL) model
checking, can be equivalently viewed in BPMN, 1-bounded Petri Nets, or succinct DFAs, as transforma-
tions between these representations can be performed in LOGSPACE.

Incorporating resources into BPMN processes is well-explored in process optimization literature. In
[23], an extension of the classical BPMN notation is proposed to evaluate the overall cost of process dia-
grams, comparing costs associated with tasks as single values or intervals to find the most cost-effective
way to perform the intended job. Our contribution specifically focuses on the positive impacts of such
integration, further allowing the specification of impacts as arrays of cost values to express monetary
costs and other resources or requirements. In [9], Combi et al. outlined a method for enforcing distinctive
temporal behaviors by introducing temporal patterns (e.g., minimum and/or maximum durations) linked
to tasks. They proposed creating reusable, duration-aware process models using existing BPMN ele-
ments, capturing duration constraints at various abstraction levels, and checking for duration constraint
violations at runtime. Duran et al. [14] introduced a rewriting logic executable specification of BPMN
extended with time and probabilities, allowing stochastic expressions to specify task durations and flow
delays. Herbert et al. [19] formalize an extension of the BPMN language incorporating probabilistic non-
deterministic branching. Additionally, they present an algorithm for translating such models into MDPs
expressed in the syntax of the PRISM model checker [22]. This facilitates precise quantitative analysis
of business processes. We have adopted a similar extension of BPMN to introduce non-deterministic be-
haviour (for nature nodes), which is frequently observed in real-world application scenarios. Probabilities
are linked to gateway branching behaviors, enabling discrete-event simulation and automatic stochastic
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Figure 1: An example of BPMN+CPI diagram for an industrial process.

verification of various properties. Our work will consider task durations by imposing stringent time con-
straints, ensuring that each task extends over a time interval precisely equal to its duration, which possibly
affects which choice is enabled first in a given execution. Additionally, incorporating probabilities into
BPMN situates our research within the specialized domain of Markov Decision Processes (MDPs) [17],
significantly enhancing the applicability of BPMN in decision-making under uncertainty.

Moving beyond BPMN, our approach primarily involves devising a strategy within an MDP enhanced
with vectors of positive impacts. The objective is to ensure that the strategy’s expected value does not
exceed a specific threshold. The realm of strategy synthesis for MDPs has been extensively explored,
leading to notable breakthroughs like the PRISM model checker [22]. PRISM has emerged as a key
instrument, evolving over time to incorporate sophisticated features for strategizing within MDP contexts.
Another notable development is UPPAAL-Stratego [10], an extension of the well-regarded UPPAAL-
TIGA [4], which solves the strategy synthesis problem for games played on timed automata incorporating
both costs and probabilities. From a theoretical perspective, albeit less focused on specific tools, our
issue shares similarities with Mean Payoff Games (MPG)[28] as applied to MDP (MPG-MDP)[8]. The
differences and similarities between our proposed method and the current state of the art are concisely
summarized in Table 1. While we focus on a system with probabilities, we are aware of other formalisms
that allow impact vectors with negative contributions, such as infinite energy games [2].

3 BPMN+CPI: Processes with Choices, Probabilities, and Impacts

In this section, we begin by informally illustrating the concept of BPMN+CPI through an intuitive ex-
ample of a metal manufacturing process together with an initial, intuitive understanding of the expected
impacts induced by a strategy in Section 3.1. These concepts are then formalized in Section 3.2, where
we also state the core problem of this work: finding an optimal strategy that minimizes the overall im-
pact. Finally, in Section 3.3, we discuss the advantages and drawbacks of reducing diagrams with loops
to acyclic ones from the perspective of strategy synthesis.

3.1 Motivating Example

The BPMN+CPI diagram of Figure 1 depicts a metal manufacturing process that involves cutting, milling,
bending, polishing, depositioning, and painting a metal piece. It consists of a single-entry-single-exit
(SESE) diagram, with a choice, a nature, and an impact for each task, which is defined as a numbers vec-
tor. The bracketed numbers next to each activity represent impact vectors

[

𝑎
𝑏

]

where 𝑎 = cost of the task
and 𝑏 = hours/men required to complete the task. For instance, cutting the metal piece costs 10 units (e.g.,
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currency, resource, etc.), and requires 1 unit of time or manpower (e.g., 1 hour or 1 worker). In Figure 1,
the nature’s probability of each chosen path is indicated with the numbers next to decision points. For
example, there’s a high probability (0.8) of the process moving from bending to light polishing and a low
probability (0.2) of it moving to fine heavy polishing.

Whenever the process is executed, the worker and nature make a series of choices, which result in a
path executed on the BPMN with a total impact vector for that specific instance. Let’s now assume that,
for economic reasons, the process must stay within a certain bound. Therefore, our interest is always to
stay below that bound. However, we have to consider that the path also depends on the natures within
the process, of which we do not know the choice a priori, but we only have the probability of going one
way or the other. Consequently, we can formulate a strategy, defined as a series of choices taken while
considering the nature and a maximum expected impact, to manage to reach the end of the process with
a certain impact vector.

Strategy example: after cutting the metal piece, we have two tasks after the parallel split node, so we
do the bending and milling in parallel. Then, after milling we have two options to choose from, here we
choose fine deposition. After bending, we have two options to choose from: we choose light polishing
with the probability of 0.8. Then, we have two final tasks to choose from: we select LPLS painting.
Finally, we have the maximum expected impact of

[

115
11

]

×0.2+
[

135
8

]

×0.8 =
[

131
8.6

]

.
A strategy is defined as winning only if the expected impact vector is below the bound. Therefore, the

goal is to find a winning strategy. Consider, for example, that you want to keep the BPMN+CPI visible
in Figure 1 under the limit of 𝑒𝑖 =

[

155
7.5

]

. In this case, the strategy shown is not a winning strategy. In
fact, it presents a maximum expected impact greater than the bound 𝑒𝑖. Below we propose an example of
a winning strategy.

Wining strategy example: after cutting we perform milling in parallel with bending. we have two
options that come after milling; we choose fine deposition. We have two options to choose from after
bending; we choose light polishing with a probability of 0.8. Then, we have two final tasks to choose
from and select HPHS painting this time. Finally, we have

[

135
9

]

×0.2+
[

155
6

]

×0.8 =
[

151
6.6

]

≤ 𝑒𝑖 , so this
strategy successfully keeps the overall impact below the expected impact.

3.2 Problem Formulation

In this section, we formally state the BPMN+CPI semantics. First, we define the concept of Structured
Single-Entry Single-Exit (SESE) BPMN, Figure 2, as follows.
Definition 1. A structured single-entry-single-exit diagram, from now on simply a SESE diagram, is a
directed graph  = (𝑉 ,𝐸,𝐸⊤, ) where (𝑉 ,𝐸) is a directed graph, 𝐸⊤ ⊆𝐸,  ∶ 𝑉 → {𝑒𝑣𝑒𝑛𝑡, 𝑡𝑎𝑠𝑘,𝑗𝑜𝑖𝑛,
𝑠𝑝𝑙𝑖𝑡} such that:

1. for each 𝑣 ∈ 𝑉 if  (𝑣) = 𝑒𝑣𝑒𝑛𝑡 then there exists at most one edge departing from 𝑣, there exists
at most one edge entering 𝑣, and at least one edge departing from 𝑣 or entering 𝑣, i.e., |{(𝑣,𝑣′) ∈
𝐸}| ≤ 1, |{(𝑣′,𝑣) ∈ 𝐸}| ≤ 1, and |{(𝑣′,𝑣) ∈ 𝐸}∪{(𝑣,𝑣′) ∈ 𝐸}| > 0;

2. there exists exactly two distinct nodes �̂�, �̌� in 𝑉 such that �̂� has not incoming edges and �̌� has not
outgoing edges, i.e., {(𝑣, �̂�) ∈ 𝐸} = {(�̌�,𝑣) ∈ 𝐸} = ∅;

3. for each 𝑣∈ 𝑉 if  (𝑣) = 𝑡𝑎𝑠𝑘 there exists exactly one edge departing from 𝑣 and one edge entering
𝑣, i.e., |{(𝑣,𝑣′) ∈ 𝐸}| = |{(𝑣′,𝑣) ∈ 𝐸}| = 1;

4. for each 𝑣∈ 𝑉 if  (𝑣) = 𝑠𝑝𝑙𝑖𝑡 there exists exactly two edges departing from 𝑣 and one edge entering
𝑣, i.e., |{(𝑣,𝑣′) ∈ 𝐸}| = 2 and |{(𝑣′,𝑣) ∈ 𝐸}| = 1;

5. 𝐸⊤ ⊆ {(𝑣,𝑣′) ∶  (𝑣) = 𝑠𝑝𝑙𝑖𝑡} and for each 𝑣 ∈ 𝑉 if  (𝑣) = 𝑠𝑝𝑙𝑖𝑡 we have |{𝑣′ ∶ (𝑣,𝑣′) ∈𝐸⊤}| = 1;
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<latexit sha1_base64="HDpkcGbiWfYhlB1sJShHUmMWmas=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD261NihX3Kq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbRrVa9erd/XKo2rPI4inME5XIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gBTvI0j</latexit>

0.2
<latexit sha1_base64="E4+P7zmr/c3TVqDs5HBBMBxaDjI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkmR2mPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkdu53nlBpHstHM03Qj+hI8pAzaqz04Fbqg1LZrbgLkHXi5aQMOZqD0ld/GLM0QmmYoFr3PDcxfkaV4UzgrNhPNSaUTegIe5ZKGqH2s8WpM3JplSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNWPczLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2naEPwVl9eJ+1qxatVavfVcuM6j6MA53ABV+DBDTTgDprQAgYjeIZXeHOE8+K8Ox/L1g0nnzmDP3A+fwBc1I0p</latexit>

0.8

<latexit sha1_base64="1pJ+rO7/7ihdzpKInw/SYcvrYz8=">AAACLHicbVBNS8NAEN34WeNX1aOXxSJ4KkkR9Sh48ahgVciGstlO2sXNJuxOhBL6g7z4VwTxYBGv/g63NQe/Hgw83pvZnXlJoaTFIJh4c/MLi0vLjRV/dW19Y7O5tX1t89II6Ipc5eY24RaU1NBFiQpuCwM8SxTcJHdnU//mHoyVub7CUQFxxgdaplJwdFKvecYinylIMaIsgYHUFTeGj8aVGPvUIaCM0Rk7pD4D3a99yowcDDH2Wez3mq2gHcxA/5KwJi1S46LXfGb9XJQZaBSKWxuFQYGxexmlUDD2WWmh4OKODyByVPMMbFzNjh3Tfaf0aZobVxrpTP0+UfHM2lGWuM6M49D+9qbif15UYnoSV1IXJYIWXx+lpaKY02lytC8NCFQjR7gw0u1KxZAbLtDlOw0h/H3yX3LdaYdH7aPLTuu0U8fRILtkjxyQkByTU3JOLkiXCPJAnsgrmXiP3ov35r1/tc559cwO+QHv4xMM2aRg</latexit>
0
4

�

<latexit sha1_base64="obVvKDGvSDPDMYuA/n3t22EJv8U=">AAACLHicbVBNS8NAEN34bfyqevSyWARPJamgHgUvHitYFbKhbLaTdnGzCbsToYT+IC/+FUE8WMSrv8NtzcGvBwOP92Z2Z15SKGkxCCbe3PzC4tLyyqq/tr6xudXY3rm2eWkEdEWucnObcAtKauiiRAW3hQGeJQpukrvzqX9zD8bKXF/hqIA44wMtUyk4OqnXOGeRzxSkGFGWwEDqihvDR+NKjH3qcEoZozN2RH0Gul/7lBk5GGLss9jvNZpBK5iB/iVhTZqkRqfXeGb9XJQZaBSKWxuFQYGxexmlUDD2WWmh4OKODyByVPMMbFzNjh3TA6f0aZobVxrpTP0+UfHM2lGWuM6M49D+9qbif15UYnoaV1IXJYIWXx+lpaKY02lytC8NCFQjR7gw0u1KxZAbLtDlOw0h/H3yX3LdboXHrePLdvOsXcexQvbIPjkkITkhZ+SCdEiXCPJAnsgrmXiP3ov35r1/tc559cwu+QHv4xMYdKRn</latexit>
8
3

�

<latexit sha1_base64="QPqn21wazeimVoiAYvGRpXd31cc=">AAACLHicbVBNS8NAEN34WeNX1aOXxSJ4KkkP6rHgxaOCVSEbymY7aRc3m7A7EUroD/LiXxHEg0W8+jvc1hz8ejDweG9md+YlhZIWg2DqLSwuLa+sNtb89Y3Nre3mzu61zUsjoCdylZvbhFtQUkMPJSq4LQzwLFFwk9ydzfybezBW5voKxwXEGR9qmUrB0Un95hmLfKYgxYiyBIZSV9wYPp5UYuJTh5AyRuesQ30GelD7lBk5HGHss9jvN1tBO5iD/iVhTVqkxkW/+cwGuSgz0CgUtzYKgwJj9zJKoWDis9JCwcUdH0LkqOYZ2LiaHzuhh04Z0DQ3rjTSufp9ouKZteMscZ0Zx5H97c3E/7yoxPQ0rqQuSgQtvj5KS0Uxp7Pk6EAaEKjGjnBhpNuVihE3XKDLdxZC+Pvkv+S60w6P28eXnVa3U8fRIPvkgByRkJyQLjknF6RHBHkgT+SVTL1H78V7896/Whe8emaP/ID38QkLRqRf</latexit>
1
2

�

<latexit sha1_base64="/3jleyd4beXGj/5IUjW9RjPZcpo=">AAACLHicbVDLSsNAFJ34rPFVdelmsAiuSlLwsRTcuFSwKmRCmUxv2sHJJMzcCCX0g9z4K4K4sIhbv8NpzcLXgQuHc+6dufckhZIWg2Dizc0vLC4tN1b81bX1jc3m1va1zUsjoCtylZvbhFtQUkMXJSq4LQzwLFFwk9ydTf2bezBW5voKRwXEGR9omUrB0Um95hmLfKYgxYiyBAZSV9wYPhpXYuxTh0PKGJ2xkPoMdL/2KTNyMMTYZ7Hfa7aCdjAD/UvCmrRIjYte85n1c1FmoFEobm0UBgXG7mWUQsHYZ6WFgos7PoDIUc0zsHE1O3ZM953Sp2luXGmkM/X7RMUza0dZ4jozjkP725uK/3lRielJXEldlAhafH2UlopiTqfJ0b40IFCNHOHCSLcrFUNuuECX7zSE8PfJf8l1px0etY8uO63TTh1Hg+ySPXJAQnJMTsk5uSBdIsgDeSKvZOI9ei/em/f+1Trn1TM75Ae8j08QRaRi</latexit>
5
1

�

<latexit sha1_base64="45zR6dTjcSt9TMgf4mJPlLQj938=">AAACLHicbVBNS8NAEN34WeNX1aOXxSJ4KkkF9Sh48ahgVciGstlO2sXNJuxOhBL6g7z4VwTxYBGv/g63NQe/Hgw83pvZnXlJoaTFIJh4c/MLi0vLjRV/dW19Y7O5tX1t89II6Ipc5eY24RaU1NBFiQpuCwM8SxTcJHdnU//mHoyVub7CUQFxxgdaplJwdFKvecYinylIMaIsgYHUFTeGj8aVGPvUoUMZozN2SH0Gul/7lBk5GGLss9jvNVtBO5iB/iVhTVqkxkWv+cz6uSgz0CgUtzYKgwJj9zJKoWDss9JCwcUdH0DkqOYZ2LiaHTum+07p0zQ3rjTSmfp9ouKZtaMscZ0Zx6H97U3F/7yoxPQkrqQuSgQtvj5KS0Uxp9PkaF8aEKhGjnBhpNuViiE3XKDLdxpC+Pvkv+S60w6P2keXndZpp46jQXbJHjkgITkmp+ScXJAuEeSBPJFXMvEevRfvzXv/ap3z6pkd8gPexycOiqRh</latexit>
2
3

�

(a)

<latexit sha1_base64="OCJ7v+YG3mWZR57KMl6Inrs9PXU=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkmR6rHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUdAelsltxFyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDWz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20qxWvVqk1q+X6dR5HAc7hAq7Agxuowz00oAUMEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4Ad9WMrw==</latexit>

0
<latexit sha1_base64="OCJ7v+YG3mWZR57KMl6Inrs9PXU=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkmR6rHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUdAelsltxFyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDWz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20qxWvVqk1q+X6dR5HAc7hAq7Agxuowz00oAUMEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4Ad9WMrw==</latexit>

0

<latexit sha1_base64="HDpkcGbiWfYhlB1sJShHUmMWmas=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD261NihX3Kq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbRrVa9erd/XKo2rPI4inME5XIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gBTvI0j</latexit>

0.2

<latexit sha1_base64="E4+P7zmr/c3TVqDs5HBBMBxaDjI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkmR2mPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkdu53nlBpHstHM03Qj+hI8pAzaqz04Fbqg1LZrbgLkHXi5aQMOZqD0ld/GLM0QmmYoFr3PDcxfkaV4UzgrNhPNSaUTegIe5ZKGqH2s8WpM3JplSEJY2VLGrJQf09kNNJ6GgW2M6JmrFe9ufif10tNWPczLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2naEPwVl9eJ+1qxatVavfVcuM6j6MA53ABV+DBDTTgDprQAgYjeIZXeHOE8+K8Ox/L1g0nnzmDP3A+fwBc1I0p</latexit>

0.8

<latexit sha1_base64="soswmvtHkDl0EiPd1NLeFnYmsQY=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI8FLx6r2A9oQ9lsN+3SzSbsToQS+g+8eFDEq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD15tUK64VXcBsk68nFQgR3NQ/uoPY5ZGXCGT1Jie5yboZ1SjYJLPSv3U8ISyCR3xnqWKRtz42eLSGbmwypCEsbalkCzU3xMZjYyZRoHtjCiOzao3F//zeimGN34mVJIiV2y5KEwlwZjM3yZDoTlDObWEMi3srYSNqaYMbTglG4K3+vI6adeqXr1av69VGld5HEU4g3O4BA+uoQF30IQWMAjhGV7hzZk4L86787FsLTj5zCn8gfP5A+o2jOw=</latexit>

12

<latexit sha1_base64="Jb7eDtYSCjz3sm/vJhOCMJPw7dU=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaJokcSLx4hkUcCGzI79MLI7OxmZtaEEL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkKleSwfzCRBP6JDyUPOqLFS47pfLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtCplr1quNiql2lUWRx7O4BwuwYMbqME91KEJDBCe4RXenEfnxXl3PpatOSebOYU/cD5/AH9pjLQ=</latexit>

5

<latexit sha1_base64="kFK9A1jrd+RUddqDilxe4FBTKuM=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaJQY4kXjxCIo8ENmR2aGBkdnYzM2tCNnyBFw8a49VP8ubfOMAeFKykk0pVd7q7glhwbVz328ltbe/s7uX3CweHR8cnxdOzto4SxbDFIhGpbkA1Ci6xZbgR2I0V0jAQ2Ammdwu/84RK80g+mFmMfkjHko84o8ZKzdqgWHLL7hJkk3gZKUGGxqD41R9GLAlRGiao1j3PjY2fUmU4Ezgv9BONMWVTOsaepZKGqP10eeicXFllSEaRsiUNWaq/J1Iaaj0LA9sZUjPR695C/M/rJWZU81Mu48SgZKtFo0QQE5HF12TIFTIjZpZQpri9lbAJVZQZm03BhuCtv7xJ2pWyVy1Xm5VS/SaLIw8XcAnX4MEt1OEeGtACBgjP8ApvzqPz4rw7H6vWnJPNnMMfOJ8/g/WMtw==</latexit>

8
<latexit sha1_base64="OCJ7v+YG3mWZR57KMl6Inrs9PXU=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkmR6rHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUdAelsltxFyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDWz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m6INwVt9eZ20qxWvVqk1q+X6dR5HAc7hAq7Agxuowz00oAUMEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4Ad9WMrw==</latexit>

0

<latexit sha1_base64="ntlZRiNsXAk4Y98vNkCHs2DuaBM=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYJQY8kXjxCIo8ENmR2aGBkdnYzM2tCNnyBFw8a49VP8ubfOMAeFKykk0pVd7q7glhwbVz328ltbe/s7uX3CweHR8cnxdOzto4SxbDFIhGpbkA1Ci6xZbgR2I0V0jAQ2Ammdwu/84RK80g+mFmMfkjHko84o8ZKzeqgWHLL7hJkk3gZKUGGxqD41R9GLAlRGiao1j3PjY2fUmU4Ezgv9BONMWVTOsaepZKGqP10eeicXFllSEaRsiUNWaq/J1Iaaj0LA9sZUjPR695C/M/rJWZ066dcxolByVaLRokgJiKLr8mQK2RGzCyhTHF7K2ETqigzNpuCDcFbf3mTtCtlr1auNSulejWLIw8XcAnX4MEN1OEeGtACBgjP8ApvzqPz4rw7H6vWnJPNnMMfOJ8/feWMsw==</latexit>

4

<latexit sha1_base64="HQZQiMG2yGeTWa1oNSunUiZdJ/E=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkmR6rHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzUrA1KZbfiLkDWiZeTMuRoDEpf/WHM0gilYYJq3fPcxPgZVYYzgbNiP9WYUDahI+xZKmmE2s8Wh87IpVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNkUbgrf68jppVyterVJrVsv16zyOApzDBVyBBzdQh3toQAsYIDzDK7w5j86L8+58LFs3nHzmDP7A+fwBgO2MtQ==</latexit>
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(b)
Figure 2: A BPMN+CPI utilizing all the components considered in this work (a) and its 𝖲𝖯𝖨𝖭 translation
(b).

6. for each 𝑣∈ 𝑉 if  (𝑣) = 𝑗𝑜𝑖𝑛 there exists exactly one edge departing from 𝑣 and two edges entering
𝑣, i.e., |{(𝑣,𝑣′) ∈ 𝐸}| = 1 and |{(𝑣′,𝑣) ∈ 𝐸}| = 2;

Every non-SESE BPMN diagram can be translated into a SESE diagram as demonstrated in [13].
In particular, in the rest of this work, we will restrict ourselves to acyclic SESE diagrams. We will

discuss this limitation and how it can be overcome in Section 3.3.
We define BPMN+CPI processes as follows.

Definition 2. A BPMN+CPI is a tuple 𝑃𝑐𝑝𝑖 = (, ,, 𝛿) where  = (𝑉 ,𝐸, ) is a SESE diagram, and
 ∶ 𝑠𝑝𝑙𝑖𝑡(𝑉 )→ℝ[0,1] is a partial function,  ∶ 𝑡𝑎𝑠𝑘(𝑉 )→ (ℝ≥0

)𝑘 with 𝑘 ∈ ℕ, and 𝛿 ∶ 𝑡𝑎𝑠𝑘(𝑉 )→ ℕ+.
Let us notice that since  is a partial function, it suffices to encode the natural split gateways in

the diagrams, i.e., the one with associated probabilities. Then we may define 𝑉𝑛𝑎𝑡𝑢𝑟𝑒 as the set 𝑉𝑛𝑎𝑡𝑢𝑟𝑒 =
𝐷𝑜𝑚() and, on the other hand, for the choice of the system 𝑉𝑐ℎ𝑜𝑖𝑐𝑒 as 𝑉𝑐ℎ𝑜𝑖𝑐𝑒 = 𝑠𝑝𝑙𝑖𝑡(𝑉 )⧵𝑉𝑛𝑎𝑡𝑢𝑟𝑒.

Let us now extend the semantics of classical Petri nets [25] in order to capture the semantics of
BPMN+CPI process.
Definition 3. A Simultaneous Probabilistic Impactful Network (𝖲𝖯𝖨𝖭) is a tuple 𝑁 = (𝑃𝑇 = 𝑃 ∪𝑇 ,𝑇𝑝,Δ,
𝐼,𝑃 𝑟,𝐷) where 𝑃 and 𝑇 are finite disjoint set of places and transition, respectively, 𝑇𝑝 ⊆ 𝑇 , Δ ⊆ (𝑃 ×
𝑇 )∪ (𝑇 ×𝑃 ), 𝐼 ∶ 𝑇 → ℕ𝑘, 𝐷 ∶ 𝑃 → ℕ, and 𝑃𝑟 ∶ 𝑇𝑝 → [0,1].

Given a 𝖲𝖯𝖨𝖭 𝑁 = (𝑃𝑇 = 𝑃 ∪ 𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) for each 𝑝𝑡 ∈ 𝑃𝑇 let 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑝𝑡) = {𝑝𝑡′ ∈ 𝑃𝑇 ∶
(𝑝𝑡′, 𝑝𝑡) ∈ Δ} and let 𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑝𝑡) = {𝑝𝑡′ ∈ 𝑃𝑇 ∶ (𝑝𝑡,𝑝𝑡′) ∈ Δ}. Here we focus on a specific restriction of
𝖲𝖯𝖨𝖭 called structured acyclic 𝖲𝖯𝖨𝖭.
Definition 4. We say that a 𝖲𝖯𝖨𝖭𝑁 = (𝑃𝑇 = 𝑃 ∪𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) is structured and acyclic if and only
if the directed graph (𝑃𝑇 ,Δ) is acyclic, and the following conditions hold:
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1. for each 𝑝𝑡∈ 𝑃𝑇 we have, |𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑝𝑡)|≤ 2 |𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑝𝑡)|≤ 2 and |𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑝𝑡)|+ |𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑝𝑡)|≤ 3;
2. there exists a unique partition 𝑝 = {𝑡1, 𝑡1},… ,{𝑡𝑚, 𝑡𝑚} of 𝑇𝑝 such that 𝑃𝑟(𝑡𝑖) = 1−𝑃𝑟(𝑡𝑖),

|𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑡𝑖)| = |𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑡𝑖)| = 1, and 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡𝑖) = 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡𝑖);
3. there exists a unique set cover 𝑃𝑇1,…𝑃𝑇𝑚 of 𝑃𝑇 such that for each pair 𝑃𝑇𝑖,𝑃 𝑇𝑗 of the cover

𝑃𝑇𝑖∪𝑃𝑇𝑗 also belongs to the cover and the following conditions hold:
• 𝑝𝑡 ∈ 𝑃𝑇 we have that there exists at most two incoming and two outgoing edges, and the

cardinality of the incoming and outgoing edges is at most 3, i.e., {(𝑝𝑡′, 𝑝𝑡)}.
• for each pair 𝑃𝑇𝑖,𝑃 𝑇𝑗 𝑃𝑇𝑖∩𝑃𝑇𝑗 = ∅, or 𝑃𝑇𝑖 ⊆ 𝑃𝑇𝑗 , or 𝑃𝑇𝑗 ⊆ 𝑃𝑇𝑖;
• for each 𝑃𝑇𝑖 ≠ 𝑃𝑇 there exists a unique element 𝑝𝑡𝑖𝑛(𝑖) ∈ 𝑃𝑇𝑖 (resp., 𝑝𝑡𝑜𝑢𝑡(𝑖) ∈ 𝑃𝑇𝑖) such that

{𝑝𝑡𝑖𝑛(𝑖)} = {𝑝𝑡 ∶ (𝑝𝑡′, 𝑝𝑡) ∈ Δ, 𝑝𝑡′ ∉ 𝑃𝑇𝑖, 𝑝𝑡 ∈ 𝑃𝑇𝑖} (resp., {𝑝𝑡𝑜𝑢𝑡(𝑖)} = {𝑝𝑡 ∶ (𝑝𝑡,𝑝𝑡′) ∈ Δ, 𝑝𝑡′ ∉
𝑃𝑇𝑖, 𝑝𝑡 ∈ 𝑃𝑇𝑖});

• for each 𝑃𝑇𝑖 ≠ 𝑃𝑇 all the elements of 𝑃𝑇𝑖 are reachable from 𝑝𝑡𝑖𝑛(𝑖) via Δ and all the elements
of 𝑃𝑇𝑖 can reach 𝑝𝑡𝑜𝑢𝑡(𝑖) via Δ.

The class of 𝖲𝖯𝖨𝖭, as captured by Definition 4, is the counterpart of acyclic BPMN+CPI. The formal
translation from BPMN+CPI to 𝖲𝖯𝖨𝖭 provided which enriches the work [12], is not here shown for the
sake of brevity. However, an example that includes the main BMPN elements is shown in Figure 2.

Let us notice that by the above definition a structured acyclic 𝖲𝖯𝖨𝖭, a 𝖲𝖯𝖨𝖭 from now on, features
exactly one place 𝑝0 with 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑝0) = ∅ and a unique place 𝑝𝑓 with 𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑝𝑓 ) = ∅. Let us define a
switch function 𝑠𝑤 ∶ 𝑇𝑝 → 𝑇𝑝 such that for every 𝑡 ∈ 𝑇𝑝 {𝑠𝑤(𝑡), 𝑡′} ∈ 𝑝. Basically 𝑠𝑤 act as a tool that
allow us, for every probabilistic transition 𝑡, to access the unique other probabilistic 𝑡 transition which
shares the same incoming place of 𝑡.

Let us now formally define how computations work for 𝖲𝖯𝖨𝖭s. Given a 𝖲𝖯𝖨𝖭 𝑁 = (𝑃𝑇 = 𝑃 ∪
𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷), a state 𝑞 ∶ 𝑃 → ℕ∪ {𝜖} is a function that maps places in temporal units, where 𝜖
states that the specific place has not been visited yet, or that it has already been visited.

Initial state 𝑞0 and final state 𝑞𝑓
for a 𝖲𝖯𝖨𝖭 are defined as follows: 𝑞0(𝑝) =

{

0 if 𝑝 = 𝑝0
𝜖 otherwise ; 𝑞𝑓 (𝑝) =

{

0 if 𝑝 = 𝑝𝑓
𝜖 otherwise .

We will say that a transition 𝑡 ∈ 𝑇 is enabled in a state 𝑞 if and only if, for all 𝑝 ∈ 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡), 𝑞(𝑝) ≥
𝐷(𝑝). Let us introduce now the concept of saturated state.
Definition 5. Given a state 𝑞 for a spin 𝑁 = (𝑃𝑇 = 𝑃 ∪𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) we say that 𝑞 is saturated if
and only if there exists at least one transition 𝑡 ∈ 𝑇 which is enabled in 𝑞

Since in a not saturated state 𝑞 no transition 𝑡 ∈ 𝑇 is enabled the net will be stuck in 𝑞. Then the
intuition behind not saturated states is that the corresponding BPMN+CPI process is waiting for one or
more tasks to terminate before going further. For getting out of such not saturated states we introduce
a special transition 𝑡𝑤, the so called wait transition which encode the passing of one time units and it is
enabled only in not saturated states.

Unlike classical Petri Nets, where each transition is fired one at the time here may fire either 𝑡𝑤 or a
subset of 𝑇 called maximal non-conflicting enabled transition set.
Definition 6. Given a state 𝑞 for a spin 𝑁 = (𝑃𝑇 = 𝑃 ∪𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) and a subset 𝑇 ⊆ 𝑇 we say
that 𝑇 is a maximal non-conflicting enabled transition set, MNCE for short, in 𝑞 if and only if the following
conditions hold:

1. for each 𝑡 ∈ 𝑇 we have that 𝑡 is enabled in 𝑞 (enabled);
2. for each 𝑡, 𝑡′ ∈ 𝑇 with 𝑡 ≠ 𝑡′ we have (𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡)∪ 𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑡))∩ (𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡′)∪ 𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑡′)) = ∅ (non-

conflicting);
3. for any 𝑡 ∈ 𝑇 ⧵𝑇 we have that 𝑇 ∪{𝑡} violates the above two conditions (maximal);
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Figure 3: A 𝖲𝖯𝖨𝖭 for illustrating MNCE and proba-
bilistic variants.

Given a set of transitions 𝑇 ⊆ 𝑇 , let

OutPlaces(𝑇 ) =
⋃

𝑡∈𝑇

𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔(𝑡)

and let

Places(𝑇 ) =
⋃

𝑡∈𝑇

𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡)∪OutPlaces(𝑇 ).

Now we are ready to define the transition rela-
tion between states in a 𝖲𝖯𝖨𝖭. Let 𝑁 = (𝑃𝑇 =
𝑃 ∪𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) a spin for any pair of states 𝑞,𝑞′ for it we have:

𝑞
𝑡𝑤
→𝑞′ iff

𝑞 is not saturated
and

𝑞′(𝑝) =

{

𝑞(𝑝)+1 if 𝑞(𝑝) ∈ ℕ
𝜖 otherwise

; 𝑞 𝑇
→𝑞′ iff

𝑞 is saturated, 𝑇 is an MNCE in 𝑞,
and

𝑞′(𝑝) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑞(𝑝)+1
if 𝑞(𝑝) ∈ ℕ and
𝑝 ∉ Places(𝑇 )

0 if 𝑝 ∈ OutPlaces(𝑇 )
𝜖 otherwise

.

Definition 7. A computation 𝑐 = 𝑞0
𝑇1
→…

𝑇𝑛
→𝑞 in a 𝖲𝖯𝖨𝖭 is a sequence of sets of transitions 𝑇𝑖 where for

each 1 ≤ 𝑖 ≤ 𝑛 we have that 𝑇𝑖 is either 𝑡𝑤 or an MNCE for 𝑞𝑖−1.

A computation 𝑐 = 𝑞0
𝑇1
→…

𝑇𝑛
→𝑞 in a 𝖲𝖯𝖨𝖭 is called a final computation if 𝑞 = 𝑞𝑓 . Stated that 𝐼(𝑡𝑤) = 0𝑘 we

can compute 𝐼(𝑐) = ∑

𝑡∈
⋃𝑛

𝑖=1 𝑇𝑖

𝐼(𝑡) the impact associated with the computation 𝑐 and 𝑝(𝑐) =
∏

𝑡∈
⋃𝑛

𝑖=1 𝑇𝑖∩𝑇𝑝

𝑃𝑟(𝑡),
the probability associated with the computation 𝑐. Let 𝑇

�𝑝
= 𝑇 ⧵𝑇𝑝, that is, the set of transitions devoid of

probabilistic transition, a strategy is defined as follows.
Definition 8. Let ℂ be the set of all the computations for a 𝖲𝖯𝖨𝖭, we can define a strategy 𝑆 ∶ ℂ →

2𝑇�𝑝 ∪{𝑡𝑤}, a function that maps computations either into subsets of 𝑇
�𝑝

or into 𝑡𝑤.

So, starting from a computation 𝑐 in which we have reached the last state of the sequence, a strategy 𝑆(𝑐)
tells us which are the next non-probabilistic transitions that are going to be fired. For all computations
𝑐 = 𝑞0

𝑇1
→…

𝑇𝑛
→𝑞 we implicitly assume that 𝑆(𝑐) is 𝑡𝑤 if 𝑞 is not saturated and for and does not exists an

enabled transition 𝑡 ∈ 𝑇
�𝑝
⧵𝑆(𝑐) such that 𝑡∪𝑆(𝑐) is non-conflicting, i.e., 𝑆(𝑐) may always be completed

into an MNCE for 𝑞. Given a computation 𝑐 = 𝑞0
𝑇1
→…

𝑇𝑖
→𝑞𝑖

𝑇 𝑖+1
→ …

𝑇𝑛
→𝑞, we refer to the first 𝑖 transitions sets

of the sequence with the term sub-computation, written 𝑐[0…𝑖].
Definition 9. Given a strategy 𝑆, a play of S is a computation 𝑐 = 𝑞0

𝑇1
→…

𝑇𝑛
→𝑞, such that for all sub-

computations 𝑐[0…𝑖], 𝑆(𝑐[0…𝑖]) ∈ 𝑇 𝑖+1.

Let 𝐺𝑎𝑚𝑒𝑠(𝑆) be the set of all the final computations in ℂ which are also plays of 𝑆.
Definition 10. Given a vector bound 𝔼𝕀 ∈ ℕ𝑘, a strategy 𝑆 is said to be winning for 𝔼𝕀 if and only if

∑

𝑐∈𝐺𝑎𝑚𝑒𝑠(𝑆)
𝑝(𝑐)𝐼(𝑐) ≤ 𝔼𝕀.
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<latexit sha1_base64="CCojrv5AyQNhmx1TlOX7Rj2vIdU=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmIzHBhtxRoCXRxhKjfCRwIXvLHGzY27vs7pkQwk+wsdAYW3+Rnf/GBa5Q8CWTvLw3k5l5QSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj27nffkKleSwfzSRBP6JDyUPOqLHSQzm47BdLbsVdgKwTLyMlyNDoF796g5ilEUrDBNW667mJ8adUGc4Ezgq9VGNC2ZgOsWuppBFqf7o4dUYurDIgYaxsSUMW6u+JKY20nkSB7YyoGelVby7+53VTE177Uy6T1KBky0VhKoiJyfxvMuAKmRETSyhT3N5K2IgqyoxNp2BD8FZfXietasWrVWr31VL9JosjD2dwDmXw4ArqcAcNaAKDITzDK7w5wnlx3p2PZWvOyWZO4Q+czx+NIo1U</latexit>

(b)

Figure 4: An example of a 2-unraveling of a loop region.

Finally, we highlight the problem we aim to resolve throughout this work.

Problem 1. Given a structured acyclic 𝖲𝖯𝖨𝖭 and an expected vector bound 𝔼𝕀 decide whether or
not there exists a winning strategy 𝑆 for 𝔼𝕀 in 𝖲𝖯𝖨𝖭.

Given a generic state 𝑝, e.g., 𝑞 = {𝑝1 ↦ 0, 𝑝2 ↦ 0} (for the sake of brevity, because the other positions
are equal to 𝜖 are not inserted in 𝑞) from the diagram in Figure 3. Then, we are interested in the MNCE set
of transitions and suppose we are in state 𝑞. In this case, all the MNCE are {𝑡1, 𝑡3},{𝑡1, 𝑡4},{𝑡2, 𝑡3},{𝑡2, 𝑡4}.
Now, consider a transition set 𝑇 where 𝑇 = {𝑡1}; it is clear that 𝑇 is not MNCE because it is not maximal as
it does not consider a transition that originates from 𝑝2, e.g. can be extended to {𝑡1, 𝑡2}. Let’s suppose now
that we have 𝑇 = {𝑡1, 𝑡4, 𝑡5}. In this case, it is not MNCE because it contains 𝑡5 that is not enabled. Finally,
let’s suppose that we have 𝑇 = {𝑡1, 𝑡2, 𝑡4}; it is not MNCE because it contains 𝑡1, 𝑡2 that have the same origin
in 𝑝1. In fact, 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡1) = 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡2) = 𝑝1. We now propose an example to clarify what we mean by
𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ) 11. Consider the MNCE {𝑡1, 𝑡3}, the 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡 is 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡({𝑡1, 𝑡3}) = 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡({𝑡1, 𝑡4}) =
{{𝑡1, 𝑡3},{𝑡1, 𝑡4}}. Notice that one variant of {𝑡1, 𝑡3} is {𝑡1, 𝑡3}, because one variant of 𝑇 is always 𝑇 .

3.3 Dealing with Loops

Despite the whole work being based on acyclic SESE diagrams, we are aware that an important compo-
nent of such diagrams is missing, i.e., loops. We briefly discuss a simple method for handling loops in
our framework, and we are interested in exploring more elegant and theoretical options in future devel-
opments. In our framework, the split node 𝑣 that induces a loop must be a nature one, i.e., 𝑣 ∉ 𝑉𝑛𝑎𝑡𝑢𝑟𝑒, to
represent a more general problem. If 𝑣∈ 𝑉𝑐ℎ𝑜𝑖𝑐𝑒, we restrict our search to strategies that avoid further loop
iterations due to the non-negative nature of impacts. We highlight a set 𝑉𝑙𝑜𝑜𝑝 ⊆ 𝑉𝑛𝑎𝑡𝑢𝑟𝑒, identifying split
nodes encapsulating a loop region. We introduce a function 𝑚𝑎𝑥𝑙𝑜𝑜𝑝 ∶ 𝑉𝑙𝑜𝑜𝑝 →ℕ to encode the maximum
loop iterations, allowing us to unravel the cyclic structure into an acyclic one. An example of this unrav-
eling is provided in Figure 4, where 𝑚𝑎𝑥𝑙𝑜𝑜𝑝(𝑣) = 2 results in a chain of 2 copies of 𝑣 nested into each
other. Each additional iteration reduces the contribution to the expected impact by an order of magnitude.
This approach is simple to understand and implement and can be parametrized by the user. However, it
may result in an exponential increase in size for multiple nested loops, even if 𝑚𝑎𝑥(𝐼𝑚𝑔(𝑚𝑎𝑥𝑙𝑜𝑜𝑝)) is
small. This could affect the feasibility of finding a winning strategy.

We would like to point out that the finite user-parametrized loop unraveling is one of the simplest and
most common approaches adopted in the BPMN field [12] in order to deal with loops. For the time being,
our tool (see the end of Section 5.2 for further) deals with loops by the method described above, which
is still good for contexts that do not put to much emphasis on high numbers of iterations of the loops, for
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quick experiments, or for comparison with more sophisticated methods to come.

4 Computational Complexity

In this section, we provide a complexity upper bound for Problem 1, that is PSPACE, by means of the
Algorithm 2. The lower bound for the complexity, which is within NP-HARD and PSPACE (NP-HARD
lower bound may be provided by a reduction similar to the one presented in Section 5 for 𝑘 cost game)
is still an open problem. First, we have to observe that due to the duration constraints, we may have an
exponential number of wait steps if we express such durations in binary. However, this may be easily dealt
with if we consider the fact that chains of wait transition by their very definition do not generate possible
branching in the computation. Let 𝑄 the set of all possible states, we define a function 𝑠𝑎𝑡 ∶ 𝑄→ 𝑄 as
follows: 𝑠𝑎𝑡(𝑞) =

{

𝑞 if q is saturated
𝑠𝑎𝑡(𝑞′) with 𝑞

𝑡𝑤
→𝑞′otherwise .

Basically, the 𝑠𝑎𝑡 function take a state 𝑞 and returns the next saturated state that can be obtained by
𝑞. Now we can provide the definition of saturating transition between two saturated states 𝑞,𝑞′:

𝑞
𝑇
⇒𝑞′ iff 𝑞 is saturated, 𝑇 is an MNCE for 𝑞 and either 𝑞 𝑇

→𝑞′ with 𝑞′ saturated
or there exists 𝑞′′ such that 𝑞 𝑇

→𝑞′ and 𝑠𝑎𝑡(𝑞′′) = 𝑞′

Algorithm 1: Saturate(𝑞,𝑁)

Input: a state 𝑞 of a 𝖲𝖯𝖨𝖭𝑁 = (𝑃𝑇 =
𝑃 ∪𝑇 ,𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷)

Output: 𝑠𝑎𝑡(𝑞)
1 if there exists 𝑡 ∈ 𝑇 s.t. 𝑡 is enabled in 𝑞

then
2 return 𝑞

3 let 𝑇 ⊆ 𝑇 s.t. for each 𝑡 ∈ 𝑇 and for each
𝑝 ∈ 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡) we have 𝑞(𝑝) ≠ 𝜖

4 foreach 𝑡 ∈ 𝑇 do
5 𝑘𝑡 ←max{𝐷(𝑝)− 𝑞(𝑝) ∶ 𝑝 ∈ 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔(𝑡)}

6 𝑘← 𝑛min{𝑘𝑡 ∶ 𝑡 ∈ 𝑇 }
7 let 𝑞′ s.t. ∀𝑝 ∈ 𝑃

𝑞′(𝑝) =

{

𝜖 if 𝑞(𝑝) = 𝜖
𝑞(𝑝)+𝑘 otherwise

8 return 𝑞′

It is easy to see that a partial strategy 𝑆 that is
defined only on the computations 𝑐 which end in a
saturated state 𝑞 is as good as a complete strategy
since there is only one “move” allowed in a not-
saturated state. The decision algorithm for Prob-
lem 1 makes use of Algorithm 1, that given a state
𝑞 computes 𝑠𝑎𝑡(𝑞) in logarithmic space by means
of binary arithmetic.
Our decision procedure relies on the following no-
tion of variant for and MNCE .
Definition 11. Given an MNCE 𝑇 in 𝑞 an MNCE �̂�
in 𝑞 is a probabilistic variant of 𝑇 if the following
conditions hold: 1. 𝑇 ∩ (𝑇 ⧵ 𝑇𝑝) = �̂� ∩ (𝑇 ⧵ 𝑇𝑝);
2. ∀𝑡 ∈ 𝑇𝑝 s.t. 𝑡, 𝑠𝑤(𝑡) ∉ 𝑇 we have 𝑡, 𝑠𝑤(𝑡) ∉ �̂� ;
3. ∀𝑡 ∈ (�̂� ∩𝑇𝑝) either 𝑡 ∈ �̂� or 𝑠𝑤(𝑡) ∈ �̂� .

Informally speaking, a probabilistic variant for
an MNCE 𝑇 in 𝑞 is still an MNCE �̂� in 𝑞 which shares
with 𝑇 all the non-probabilistic transitions. Given
an MNCE 𝑇 in 𝑞, we denote with 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ,𝑞) the
set of all and only the probabilistic variants of 𝑇 in 𝑞. Clearly, we have 𝑇 ∈ 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ,𝑞).

Algorithm 2 employs a non-deterministic approach to ascertain the existence of a viable strategy for
a given instance of Problem 1. This is achieved by dynamically enumerating all possible plays, thereby
maintaining only a single play in memory at any given moment. This method ensures polynomial memory
utilization while providing a comprehensive evaluation of potential strategies.

For the sake of brevity, we do not provide the full proof that Algorithm 2 works in polynomial space.
However, we informally provide the key arguments of the proof:
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• Algorithm 2 is non-deterministic because it guesses the correct move (if any) at line 9, where
𝑇 ∩(𝑇 ⧵𝑇𝑝) represents the output of the current strategy;

• 𝑆𝑎𝑡𝑢𝑟𝑎𝑡𝑒 operates in LOGSPACE and deals with the binary representation of durations for places;
• Given that 𝑁 is acyclic, we have that any transition is considered at most for one recursive call

to 𝑆𝑡𝑟𝑎𝑡𝑒𝑔𝑦𝐸𝑥𝑖𝑠𝑡𝑠. Therefore, the number of nested procedure calls is bounded by |𝑇 | since 𝑡𝑤
transitions are collapsed via the function 𝑆𝑎𝑡𝑢𝑟𝑎𝑡𝑒;

• In principle, |𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ,𝑞)| (line 10 of Algorithm 2) may be of the order of 2|𝑇 |. However, since
only one element �̂� ∈ 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ,𝑞) is needed at a time for updating 𝑟𝑒𝑖 via the recursive call in
the body of the for loop (line 12 of Algorithm 2), it is possible to set up an enumeration to keep the
space polynomial at each step.

Since each play may be represented in polynomial space, we have the following result.
Theorem 1. Problem 1 is NP-HARD and belongs to the complexity class PSPACE.

However, our primary objective is to formulate a strategy rather than merely verifying its existence.
Consequently, Section 5 is dedicated to addressing the strategy synthesis problem for BPMN+CPI. This
section elaborates on the proposed solution, central to the functionality of the effective prototype that we
have developed and implemented.
The exact complexity of Problem 1 is still open, we know that it can be proved to be NP-HARD by means
of a reduction from the Partition problem introduced in Section 5 for 𝑘-cost reachability games.

The NP-HARD lower bound may be achieved by building a game devoid of nature nodes in a way that
resembles the one-player restriction of the generalized game proposed in [16], but here Partition is used
instead of SAT as the NP-HARD problem we reduce from. In [16], the authors provide a QSAT reduction
for the unrestricted case, thus obtaining a PSPACE-HARD lower bound. Such a reduction is not directly
applicable in our setting since our winning conditions embrace all possible plays, not a single one. In
other words, in [16], a faulty strategy may be detected by witnessing a faulty single play it generates,
while in our setting, a faulty strategy may be detected only by considering a subset (possibly all) the plays
it generates. For this reason, at this point, we cannot conjecture the exact lower bound for the complexity
of Problem 1 without further analysis.

5 Synthesizing Strategies

In this section, we will take advantage of the 𝖲𝖯𝖨𝖭 translation which has been fully described in Sec-
tion 3.2. This tree has the foundational semantics of classical Petri Nets [25] for BPMN process. These
concepts serve as the mathematical and logical basis for describing a graph-game representation and how
the strategy is discovered presented below.

5.1 A 𝑘-cost Reachability Game

In this section, we will introduce a graph-game representation for dealing with the synthesis of strate-
gies given a BPMN+CPI diagram  = (𝑉 ,𝐸,𝐸⊤, ) which decides whether there exists a strategy that
guarantees that the expected impact of a diagram is dominated by a given impact vector bound 𝕀.
Definition 12. A 𝑘-cost game board is a tuple  = (𝑃 = 𝑃◦ ∪𝑃□, 𝑝0,𝐹 ,,𝑀) such that 𝑝0 ∈ 𝑃 , 𝑀 ⊆
𝑃 ×𝑃 , 𝐹 ⊆ 𝑃 with {(𝑚,𝑚′) ∶𝑚 ∈ 𝐹 } = ∅ (i.e, there aren’t outgoing edges from 𝐹 ),  ∶ 𝑃 →ℝ𝑘, (𝑃 ,𝑀)
is a directed acyclic graph.
Definition 13. Given 𝑘-cost game board = (𝑃 = 𝑃◦∪𝑃□, 𝑝0,𝐹 ,,𝑀) a strategy is a function 𝑠 ∶ 𝑃 ∗ →
𝑃 such that: for every 𝜌 ∈ 𝑃 ∗ we have (𝜌[−1], 𝑠(𝜌)) ∈𝑀 .
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Algorithm 2: Recursive Procedure for Solving Problem 1
Input: a 𝖲𝖯𝖨𝖭 𝑁 = (𝑃 ,𝑃𝑇 = 𝑇 ∪𝑇𝑝,Δ, 𝐼,𝑃 𝑟,𝐷) and 𝔼𝕀 ∈ ℕ𝑘

Output: 𝑒𝑖 ∈ℝ𝑘 with 𝑒𝑖 ≤ 𝔼𝕀 if there exists a strategy with residual expected impact 𝑒𝑖, and
FAIL otherwise

1 let 𝑞0 be the initial state of 𝑁 ;
2 return StrategyExists(Saturate (𝑞0,𝑁),0𝑘,1,𝔼𝕀)

3 Procedure StrategyExists(q, im, cp, rei):
Data: A saturated state 𝑞 of 𝑁 , the value cp of the cumulative probability of the current

play, 𝑖𝑚 ∈ℝ𝑘 the current impact for the play, 𝑟𝑒𝑖 ∈ℝ𝑘 the residual expected impact
currently available for consumption.

Result: 𝑟𝑒𝑖 ∈ (ℝ+)𝑘 if there exists a strategy from the current state 𝑞 that that has 𝑟𝑒𝑖
residual w.r.t. 𝑒𝑖, and FAIL otherwise

4 if 𝑞 is final then
5 if 𝑟𝑒𝑖 ≰ 0𝑘 then
6 FAIL
7 return 𝑟𝑒𝑖−(𝑐𝑝 ⋅ 𝑖𝑚)

8 let 𝑇 an MNCE for 𝑞′
9 𝑟𝑒𝑖← 𝑟𝑒𝑖

10 foreach �̂� ∈ 𝑃𝑣𝑎𝑟𝑖𝑎𝑛𝑡(𝑇 ,𝑞) do

11 let 𝑞′ s.t. 𝑞 �̂�
→ 𝑞′

12 𝑟𝑒𝑖← 𝑆𝑡𝑟𝑎𝑡𝑒𝑔𝑦𝐸𝑥𝑖𝑠𝑡(Saturate(q’, N), 𝑖𝑚+
∑

𝑡∈�̂� 𝐼(𝑡), 𝑐𝑝 ⋅
∏

𝑡∈�̂�∩𝑇𝑝
𝑃𝑟(𝑡), 𝑟𝑒𝑖)

13 if 𝑟𝑒𝑖 ≱ 0𝑘 then
14 FAIL
15 return 𝑟𝑒𝑖

Definition 14. Given a 𝑘-cost game board  = (𝑃 = 𝑃◦∪𝑃□, 𝑝0,𝐹 ,,𝑀) and a strategy 𝑠, a successful
play 𝜌 ∈ 𝑃 ∗ is generated by 𝑠 in  if and only if: (i) 𝜌[0] = 𝑝0; (ii) 𝜌[−1] ∈ 𝐹 ; (iii) for every 0 < 𝑖 < |𝜌|
if 𝜌[𝑖−1] ∈ 𝑃◦ then 𝜌[𝑖] = 𝑠(𝜌[0 ∶ 𝑖]).

Let 𝑃 ∗
𝑠 be the set of all the possible plays generated by 𝑠.

Definition 15. Given 𝑠 we say that 𝑃 ∗
𝑠 is closed if for each 𝜌 ∈ 𝑃 ∗

𝑠 and for each 0 ≤ 𝑖 < |𝜌|−1 such
that 𝜌[𝑖] ∈ 𝑃□ then for each (𝜌[𝑖], 𝑝) ∈𝑀 we have that there exists 𝜌′ ∈ 𝑃 ∗

𝑠 with 𝜌′[0 ∶ 𝑖] = 𝜌[0 ∶ 𝑖] and
𝜌′[𝑖+1] = 𝑝.

Given a 𝑃 ∗
𝑠 we let 𝑓𝑖𝑛𝑎𝑙(𝑃 ∗

𝑠 ) the set 𝑓𝑖𝑛𝑎𝑙(𝑃 ∗
𝑠 ) = {𝜌[−1] ∶ 𝜌 ∈ 𝑃 ∗

𝑠 }.
Problem 2. Given a 𝑘-cost game board  = (𝑃 = 𝑃◦ ∪𝑃□, 𝑝0,𝐹 ,,𝑀) and a cost 𝑐 ∈ ℝ𝑘 determine
whether or not there exists a strategy 𝑠 for which 𝑃 ∗

𝑠 is closed and
∑

𝑝∈𝑓𝑖𝑛𝑎𝑙(𝑃 ∗
𝑠 )
(𝑝) ≤ 𝑐.

A strategy 𝑠 is positional if and only if for every 𝜌,𝜌′ ∈ 𝑃 ∗ we have that 𝜌[−1] = 𝜌′[−1] implies
𝑠(𝜌) = 𝑠(𝜌′). For the purpose of our game, w.l.o.g. a positional strategy may be redefined as 𝑠 ∶ 𝑃◦ → 𝑃 .
Problem 3. Given a 𝑘-cost game board  = (𝑃 = 𝑃◦ ∪𝑃□, 𝑝0,𝐹 ,,𝑀) and a cost 𝑐 ∈ ℝ𝑘 determine
whether or not there exists a positional strategy 𝑠 for which 𝑃 ∗

𝑠 is closed and
∑

𝑝∈𝑓𝑖𝑛𝑎𝑙(𝑃 ∗
𝑠 )
(𝑝) ≤ 𝑐.
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Theorem 2. For every 𝑘-cost game board and each cost vector 𝑐 ∈ ℝ𝑘 we have that (, 𝑐) is a positive
instance of Problem 2 if and only if (, 𝑐) is a positive instance of Problem 3

Figure 5: Reduction from Partition to k-cost game Problem.

It is easy to prove that Problem 3
belongs to the complexity class NP, by
simply provide a succinct certificate,
that is, given an instance (= (𝑃 =𝑃◦∪
𝑃□,𝑀,𝑝0,𝐹 ,), 𝑐) of Problem 3 guess
a subset 𝑀 ′ ⊆ 𝑀 such that {(𝑝,𝑝′) ∈
𝑀 ∶ 𝑝∈ 𝑃□}⊆𝑀 ′ and for each 𝑝∈ 𝑃◦
either {(𝑝,𝑝′) ∈𝑀} = ∅ or there exists
a unique edge (𝑝,𝑝′) ∈ 𝑀 ′. Then, let
𝐹 ′ be the subset of 𝐹 reachable from
𝑝0 in the 𝑀 ′-induced sub-graph (𝑃◦ ∪
𝑃□,𝑀 ′) we have that 𝑀 ′ is a solution
if and only if ∑

𝑝∈𝐹 ′
(𝑝) ≤ 𝑐. The NP-

HARD lower bound for Problem 3, and
thus for Problem 2, is proved by a re-
duction from the following NP-HARD
problem.
Problem 4. (Distinct Partition) Given a set of natural numbers 𝑆 = {𝑛1,… , 𝑛𝑚} decide whether or not
there exists a partition (𝑆1,𝑆2) of 𝑆 such that

∑

𝑛∈𝑆1

𝑛 =
∑

𝑛∈𝑆2

𝑛.

As formulated by Korf in [21], Problem 4 is actually NP-complete. We recall this in Theorem 3.
Theorem 3. Distinct Partition (Problem 4) is NP-Complete [21].

There exists a simple LOG-SPACE reduction from Distinct Partition to Problem 3, and thus to Problem 2,
for 𝑘≥ 3. The reduction is very simple, it suffices to transform the distinct partition problem 𝑆 = {𝑛1,… ,
𝑛𝑚} into an instance of Problem 2 (𝑆 = (𝑃 = 𝑃◦∪𝑃□,𝑀,𝑝0,𝐹 ,), 𝑐𝑆) as follows:

1. 𝑃◦ = {𝑝𝑖, 𝑝𝑖↑, 𝑝
𝑖
↓ ∶ 1 ≤ 𝑖 ≤ 𝑚},

2. 𝑃□ = {𝑝0},
3. 𝑀 = {(𝑝0, 𝑝𝑖) ∶ 1 ≤ 𝑖 ≤ 𝑚}∪{(𝑝𝑖, 𝑝𝑖↑), (𝑝

𝑖, 𝑝𝑖↓) ∶ 1 ≤ 𝑖 ≤ 𝑚},
4. 𝐹 = {𝑝𝑖↓, 𝑝

𝑖
↑ ∶ 1 ≤ 𝑖 ≤ 𝑚},

5. (𝑝𝑖↑) = [𝑛𝑖,0,1] and (𝑝𝑖↓) = [0,𝑛𝑖,1] for each 1 ≤ 𝑖 ≤ 𝑚,

6. 𝑐𝑆 =
⎡

⎢

⎢

⎣

𝑚
∑

1
𝑛𝑖

2 ,

𝑚
∑

1
𝑛𝑖

2 ,𝑚
⎤

⎥

⎥

⎦

.
An example of the proposed reduction is given in Figure 5. It is easy to prove that (𝑆 , 𝑐𝑆) is a positive

instance of Problem 2 if and only if 𝑆 is a positive instance of the distinct partition problem.
Theorem 4. Problem 3 and Problem 2 for 𝑘 ≥ 3 are NP-Complete problems.

5.2 From BPMN+CPI to 𝑘-cost Reachability Game

We conclude this section by providing the direct translation from an instance (𝑁,𝔼𝕀) of Problem 1 into
a 𝑘-cost game (,𝔼𝕀), which admits a solution if and only if the problem (𝑁,𝔼𝕀) admits a solution.
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with

(a) Single MNCE, 𝑇 ◦∪∅

with

with

(b) Two MNCE one variant of the
other, 𝑇 ◦∪𝑇

1
□ and 𝑇 ◦∪𝑇

2
□

with

with

(c)
Two MNCE representing a choice

split with no probabilistic
transition, 𝑇 1

◦∪∅ and 𝑇
2
◦∪∅

 

with

with

with

with

(d)
A choice split happening

together with a
probabilistic split.

Figure 6: Different scenarios involving at most one choice and at least one probabilistic split.

Moreover, if (,𝔼𝕀) admits a solution, i.e., it is a positive instance of Problem 2, such a solution will
effectively represent a strategy for the original problem.

Before providing this translation, we introduce a couple of useful definitions. Given an MNCE 𝑇
for a state 𝑞, we define two sets: 𝑇□ = 𝑇 ∩ 𝑇𝑝 and 𝑇 ◦ = 𝑇 ⧵ 𝑇□. Additionally, for any 𝑇□ ⊆ 𝑇𝑝, let
𝑃𝑟(𝑇□) =

∏

𝑡∈𝑇□
𝑃𝑟(𝑡); clearly, 𝑃𝑟(∅) = 1. For any 𝑇 ∗ ⊆ 𝑇 , let (𝑇 ∗) =

∑

𝑡∈𝑇 ∗
(𝑡); clearly, (∅) = 0.

Finally, let 𝑄 be the set of all possible saturated states on 𝑁 and 𝐶+
𝑄 be the set of all possible non-empty

combinations of elements in 𝑄. Given a combination 𝜌 ∈ 𝐶+
𝑄, we denote its last element as 𝜌[−1].

Given an instance (𝑁,𝔼𝕀) of we define a 𝑘-cost game board 𝑁 = (𝑆 = 𝑆◦∪𝑆□, 𝑠0,𝐹 ,,𝑀) as follows:
𝑆◦ = {(𝜌,𝑇□) ∈ 𝐶+

𝑄 ×2𝑇𝑝 ∶ 𝜌[−1] 𝑖𝑠 𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑}, 𝑆□ =

{

(𝜌,𝑇 ◦) ∶
𝜌 ∈ 𝐶+

𝑄, there exists 𝑇□ ⊆ 𝑇𝑝𝑠.𝑡.
𝑇 ◦∪𝑇□ 𝑖𝑠 𝑎𝑛 MNCE 𝑓𝑜𝑟 𝜌[−1]

}

,

𝑠0 = (𝑠𝑎𝑡(𝑞0),∅), 𝐹 = {(𝜌,𝑇□) ∈ 𝐶+
𝑄 ×2𝑇𝑝 ∶ 𝜌[−1] = 𝑞𝑓},

and 𝑀 = {((𝜌,𝑇□), (𝜌,𝑇 ◦)) ∶ (𝜌,𝑇□) ∈ 𝑃◦, (𝜌,𝑃□) ∈ 𝑃□}∪{((𝜌,𝑇 ◦), (𝜌𝑞,𝑇□)) ∶ 𝜌[−1]
𝑇 ◦∪𝑇□
⇒ 𝑞}.

Graphical examples of how the relation 𝑀 is build in the case when the MNCE 𝑇 = 𝑇 ◦∪𝑇□ satisfies
|𝑇 ◦| ≤ 1 and |𝑇□| ≤ 1 are provided in Figure 6.
Lastly, for the cost function, let 𝑀∗ denote the reflexive and transitive closure of 𝑀 . For any 𝑠 ∈ 𝐹 , the
cost function (𝑠) is defined as:

(𝑠) =
⎛

⎜

⎜

⎝

∏

(𝜌,𝑇□)∈𝑆◦∶(𝑠0,(𝜌,𝑇□)),((𝜌,𝑇□),𝑠)∈𝑀∗

𝑃𝑟
(

𝑇□

)
⎞

⎟

⎟

⎠

⋅
⎛

⎜

⎜

⎝

∑

(𝜌,𝑇 ∗)∈𝑆◦∪𝑆□∶(𝑠0,(𝜌,𝑇 ∗)),((𝜌,𝑇 ∗),𝑠)∈𝑀∗


(

𝑇 ∗

)
⎞

⎟

⎟

⎠

The formula described assigns to each final state 𝑠 ∈ 𝐹 the contribution to the expected impact gen-
erated by paths terminating at 𝑠. Now, as a final measure, we resolve the 𝑘-cost game by selecting 1 a

1This is implemented by evaluating all possible subsets 𝐹 ′ ⊆ 𝐹 such that ∑

𝑠∈𝐹 ′
(𝑝) ≤ 𝔼𝕀 and for each 𝑠′ ∈ 𝐹 ⧵ 𝐹 ′,

∑

𝑠∈𝐹 ′∪{𝑠′}
(𝑠) > 𝔼𝕀. We consider only the maximal admissible subsets of 𝐹 , as they can “attract” the initial state if and only if

at least one of their subsets does.
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subset 𝐹 ′ ⊆ 𝐹 such that the total expected impact satisfies: ∑

𝑠∈𝐹 ′
(𝑠) ≤ 𝔼𝕀

We employ the standard attractor procedure as described in [27], initiating with 𝐴𝑡𝑡𝑟0 = 𝐹 ′ in . A
positive outcome, along with the strategy formulated by the attractor procedure, is confirmed if there exists
𝑘 ∈ ℕ such that 𝑠0 ∈ 𝐴𝑡𝑡𝑟𝑘. While the attractor procedure itself runs in polynomial time, approximately
(𝑛𝑚) for a graph with 𝑛 nodes and 𝑚 edges, the non-deterministic selection of a candidate 𝐴𝑡𝑡𝑟0 from the
set of final states remains computationally intensive, since the number of final states may be exponential
in the size of 𝖲𝖯𝖨𝖭 thus the above procedure for synthetizing a strategy operates in NEXPTIME.

Implementation The algorithm described in this section, known as PACO, has been developed and is
accessible at https://github.com/ansimonetti/PACO. PACO is designed as a Dash App [20]. The
process is written in Lark syntax [1], with all choices, probabilities, and impacts clearly defined, as visible
in Figure 7a and printed using Graphviz [3] and PyDot [7], as shown in Figure 7b. A specific section is
dedicated to defining the expected impacts vector. Subsequently, the AALpy automata [24] is employed to
provide a strategy, as previously described, if one exists. If one is found, the algorithm returns it together
with the associated impact factors. Moreover, it prints the tree associated with the strategy, indicating
which tasks have to be done to complete the process within the bound vector as shown in Figure 7c.

(a) (b) (c)
Figure 7: Example of using our Dash App: defining the BPMN in our Dah App 7a, print the BPMN using
Lark 7b and example of founded strategy using PACO 7c

6 Conclusion

In this study, we developed a BPMN extension, denoted as BPMN+CPI, designed to handle execution in
the presence of impacts, probabilistic splits, and choices. The semantics for this extension were formu-
lated using an enriched version of Petri Nets, namely, 𝖲𝖯𝖨𝖭. The primary objective of this work was to
create a system capable of informing users about the existence of a strategy for a given process and user-
defined thresholds. This involves determining whether there is a controller capable of executing each step
of the process while ensuring that the expected value of each resource across repeated process instances
remains within the predefined thresholds.

First, we proved that the associated decision problem, i.e., determining if such a controller exists, be-
longs to the complexity class PSPACE. Then, we provided an effective method for building the controller
by modifying classical reachability games over graphs. Based on these theoretical results, we imple-
mented a tool capable of determining the existence of a strategy given a BPMN+CPI process and a given

https://github.com/ansimonetti/PACO
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threshold 𝔼𝕀. This tool is currently under development, but a working prototype is available online for
the benefit of the community.

For future work, we envision two promising extensions. The first, theoretical, aims to deal with loops
in the workflow in a non-approximated fashion and to propose alternative algorithms for solving the
problem, potentially closing the complexity gap, which currently stands between PSPACE and NP. The
second, more practical extension, focuses on better representing the obtained strategy by integrating it
into the choice gateway of the BPMN+CPI, for instance, representing decisions with a set of inequalities
involving intervals of values for the impact components observed in specific choice nodes.
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