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We show the equivalence of two distributed computing models, namely reconfigurable broadcast

networks (RBN) and asynchronous shared-memory systems (ASMS), that were introduced indepen-

dently. Both RBN and ASMS are systems in which a collection of anonymous, finite-state processes

run the same protocol. In RBN, the processes communicate by selective broadcast: a process can

broadcast a message which is received by all of its neighbors, and the set of neighbors of a process

can change arbitrarily over time. In ASMS, the processes communicate by shared memory: a pro-

cess can either write to or read from a shared register. Our main result is that RBN and ASMS can

simulate each other, i.e. they are equivalent with respect to parameterized reachability, where we are

given two (possibly infinite) sets of configurations C and C ′ defined by upper and lower bounds on

the number of processes in each state and we would like to decide if some configuration in C can

reach some configuration in C ′. Using this simulation equivalence, we transfer results of RBN to

ASMS and vice versa. Finally, we show that RBN and ASMS can simulate a third distributed model

called immediate observation (IO) nets. Moreover, for a slightly stronger notion of simulation (which

is satisfied by all the simulations given in this paper), we show that IO nets cannot simulate RBN.

1 Introduction

In this paper, we consider three models of distributed computation, one in which communication happens

by (selective) broadcasts, another in which communication happens by means of a shared memory, and

finally one in which communication happens by observation. We first expand a bit more on these models,

then describe our main results and finally derive some consequences from these results.

The first model that we consider is reconfigurable broadcast networks (RBN)[12, 11]. In this model,

we have a collection of anonymous, finite-state processes executing the same protocol. Further, every

process has a set of neighbors. At each step, a process can broadcast a message which is then received by

all of the processes in its neighborhood. The neighborhood topology is reconfigurable, meaning that the

set of neighbors of a process can change arbitrarily between two steps. Parameterized verification of RBN

aims to prove that a property is correct, irrespective of the number of participating processes. Dually, it

attempts to find an execution of some population of processes for which a property is violated. Within

this context, the complexity of different variants of (parameterized) reachability and repeated coverability

have been studied for RBN [12, 11, 8]. Moreover, many extensions of RBN with clocks, registers and

probabilities have been proposed and studied, mainly within the perspective of parameterized verification

[10, 5, 4].

The second model that we consider is a formal model of asynchronous shared-memory systems

(ASMS)[13, 7, 6]. In this model, we have a collection of anonymous, finite-state processes executing the
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same protocol, and a single register which all processes can access to perform a read/write operation. The

set of values that can be stored in this register is finite. No locks onto the register are allowed and so no

process can perform a sequence of atomic operations whilst preventing other processes from accessing

the register. Similar to RBN, major questions of interest in ASMS are those pertaining to parameterized

verification, i.e. finding bad executions over some population of processes. The complexity of some

(parameterized) reachability and model-checking questions for ASMS have been explored in a series of

papers [13, 14, 7]. Further extensions of this model with leaders, stacks, etc. have also been studied

[14, 9, 20, 18]. Finally, [6] considers ASMS in the setting in which a stochastic scheduler picks a process

(uniformly at random) at each step to be executed, and under this setting studies the question of whether

a given state can be reached by some process almost-surely, i.e., with probability 1.

The third model that we consider is immediate observation Petri nets (IO nets) [15, 17], which were

introduced with motivations from the field of population protocols [2, 1]. Intuitively, in this model, we

have a collection of anonymous, finite-state processes executing the same protocol. The only communi-

cation allowed between processes is observation, i.e., a process can only observe that another process is

at some other state, and based on this observation can execute a step. The process being observed cannot

detect if some process is observing it. Motivated by application to population protocols, the authors of

[15, 17] study parameterized reachability questions for IO nets.

In this paper, we show that RBN and ASMS can simulate each other, with respect to (parameterized)

reachability. Roughly speaking, we show that any instance of a parameterized reachability question for

RBN can be efficiently translated to an instance of parameterized reachability for ASMS and vice versa.

More specifically, we consider the question of cube-reachability. In the cube-reachability question, we

are given an instance of a model (which can be either an RBN, an ASMS or an IO net) and two sets of

configurations C ,C ′, each of them defined by lower and upper bounds on the number of processes in

each state. (The upper bounds on some states might be ∞, which means that we allow arbitrary number

of processes in that state). We would then like to decide if there is a configuration in C which can reach

a configuration in C ′. As we shall explain in the next section, the cube-reachability question covers

parameterized reachability and coverability problems, parameterized reachability problems with leaders,

and allows for a uniform transfer of results between the models that we study in this paper.

Our main result is that the cube-reachability questions for RBN and ASMS are polynomial-time

equivalent to each other. This result, along with the constructions achieving this result, enable us to

translate various parameterized reachability results from RBN to ASMS and vice versa. First, we show

that a special case of cube-reachability, called unbounded initial cube reachability, is PSPACE-complete

for ASMS, by using our reduction and already existing similar results on RBN. Then, we introduce the

model of RBN-leader protocols and use already existing results on ASMS-leader protocols to prove that

the RBN-leader reachability problem is NP-complete. Finally, we show that the almost-sure coverability

problem for RBN is decidable in EXPSPACE by translating the analogous result for ASMS [6].

Additionally, we show that the cube-reachability problem for IO nets reduces to the cube-reachability

problem for RBN, leading to a transfer of results from RBN to IO nets. For the other direction, we

actually show an impossibility result. We define a stronger form of reduction for the cube-reachability

problem and we notice that the reductions given in this paper all satisfy this stronger property. Then,

using results from IO net theory, we show that there can be no reduction from the cube-reachability

problem for RBN to the cube-reachability problem for IO nets which satisfies this stronger property. We

leave open the problem of whether there can exist other reductions from RBN to IO nets.

The rest of the paper is organized as follows: In Section 2, we present some preliminary definitions

and notations, then in Section 3, we describe RBN and ASMS. Section 4 proves our main result that

RBN and ASMS can simulate each other. Section 5 presents some transfer of results between RBN and
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ASMS. In Section 6, we introduce IO nets, show that they can be simulated by RBN, and prove that the

other direction is not true for a stronger form of simulation. For space reasons, all missing proofs are

relegated to the full version of this paper [3].

2 Preliminaries

Multisets. A multiset on a finite set E is a mapping C : E → N, i.e. for any e ∈ E , C(e) denotes

the number of occurrences of element e in C. We let M(E) denote the set of all multisets on E . Let

He1, . . . ,enI denote the multiset C such that C(e) = |{ j | e j = e}|. We sometimes write multisets using

set-like notation. For example, H2 ·a,bI and Ha,a,bI denote the same multiset. Given e ∈ E , we denote

by eee the multiset consisting of one occurrence of element e, that is HeI. Operations on N like addition or

comparison are extended to multisets by defining them component wise on each element of E . Subtrac-

tion is allowed as long as each component stays non-negative. Given a multiset C on E and a multiset C′

on E ′ such that E ∩E ′ = /0, we denote by C ·C′ the multiset on E ∪E ′ equal to C on E and to C′ on E ′.

We call |C|
def
= ∑e∈E C(e) the size of C, and ‖C‖

def
= {e |C(e) > 0} the support of C. Given E ′ ⊆ E define

C(E ′)
def
= ∑e∈E ′ C(e).

Cubes. Given a finite set Q, a cube C is a subset of M(Q) described by a lower bound L : Q → N and

an upper bound U : Q → N∪{∞} such that C = {C : L ≤ C ≤ U}. Abusing notation, we identify the

set C with the pair (L,U). All the results in this paper are true irrespective of whether the constants are

encoded in unary or binary.

Reachability. Let T = (S,→) be a transition system where S is a set of configurations and → is a

binary relation on S called the transition (or) step relation. Given configurations C and C′, we say C′

is reachable from C if C
∗
−→ C′ , where

∗
−→ denotes the reflexive-transitive closure of the step relation.

Let S be a set of configurations. The predecessor set of S is pre∗
T
(S )

def
= {C′|∃C ∈ S .C′ ∗

−→C}, and

the successor set of S is post∗
T
(S )

def
= {C|∃C′ ∈ S .C′ ∗

−→ C}. The immediate predecessor set of S

is preT (S )
def
= {C′|∃C ∈ S .C′ →C}, and the immediate successor set of S is postT (S )

def
= {C|∃C′ ∈

S .C′ →C}. When it is clear from the context, we will drop the T subscript. The reachability problem

consists of deciding, given a system T and configurations C,C′, whether C′ is reachable from C in T .

Cube reachability. If T is a transition system whose set of configurations is the set of all multisets on

a finite set Q, then the reachability problem can be generalized to the cube-reachability problem which

consists of deciding, given T and two cubes C ,C ′ over Q, whether there exists configurations C ∈ C

and C′ ∈ C ′ such that C′ is reachable from C in T . If this is the case, we say C ′ is reachable from C .

As mentioned before, the cube-reachability problem generalizes the reachability problem. It also

generalizes the coverability problem : Given a configuration C and a state q ∈ Q, decide if there exists C′

such that C
∗
−→C′ and C′(q)≥ 1. It can also talk about parameterized reachability problems, for e.g., given

two finite sets of states I and F , do there exist configurations C and C′ such that ‖C‖ ⊆ I,‖C′‖ ⊆ F and

C
∗
−→C′. Further, the cube-reachability problem is important in the model of immediate observation Petri

nets (IO nets). This model was introduced to study immediate observation population protocols [15, 17],

and the correctness problem for these protocols is solved using cube-reachability in IO nets.Additionally,

as we will see in Section 5.2, the cube-reachability problem is a generalization of the so-called leader
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Figure 1: An RBN simulating a counter to 23.

reachability problem and allows for an elegant way to transfer results between the models that we study

in this paper.

3 Two Models

3.1 Reconfigurable Broadcast Networks

Reconfigurable broadcast networks (RBN) [12, 11] are networks comprising an arbitrary number of

finite-state, anonymous processes and a communication topology specifying the presence or absence of

communication links between different processes. During a step, a process can broadcast a message

which is immediately received by all of its neighbours. The process and its neighbours then update their

states according to a transition relation. Before each such broadcast step, the communication topology

can reconfigure in an arbitrary manner. Since our main focus in this paper is regarding reachability in this

model, we can forget the communication topology and simply define the semantics of an RBN directly

in terms of collections of processes.

Definition 1. A reconfigurable broadcast network is a tuple R = (Q,Σ,δ ) where Q is a finite set of states,

Σ is a finite alphabet and δ ⊆ Q×{!a,?a | a ∈ Σ}×Q is the transition relation.

If (p, !a,q) (resp. (p,?a,q)) is a transition in δ , we will denote it by p
!a
−→ q (resp. p

?a
−→ q). A

configuration C of an RBN R is a multiset over Q, which intuitively counts the number of processes

in each state. Given a letter a ∈ Σ and two configurations C and C′ we say that there is a step C
a
−→ C′

if there exists a multiset Ht, t1, . . . , tkI of δ for some k ≥ 0 satisfying the following: t = p
!a
−→ q, each

ti = pi
?a
−→ qi, C ≥ ppp+∑i pppiii, and C′ =C− ppp−∑i pppiii+qqq+∑i qqqiii. We sometimes write this as C

t+t1,...,tn
−−−−−→C′,

and intuitively it means that a process at the state p broadcasts the message a and moves to q, and for

each 1 ≤ i ≤ k, there is a process at the state pi which receives this message and moves to qi. We denote

by
∗
−→ the reflexive and transitive closure of the step relation. A run is then a sequence of steps.

Example 1. Consider the RBN of Figure 1, with set of states {tok,sent} ∪ {ai,bi,ci|1 ≤ i ≤ 3}. It is

inspired by a similar example described in Section 5.1 of [6]. Let C0 be the cube which puts exactly

one process in each ai, an arbitrary number of processes in tok and 0 processes elsewhere. That is,

C0 = (L,U) such that L(ai) = U(ai) = 1 for all i, L(tok) = 0 and U(tok) = ∞, and L(q) = U(q) = 0

for all other states q. Let C f be the cube which puts at least one process in c3 and an arbitrary number

elsewhere. Suppose some configuration in C0 reaches some configuration in C f . By construction, for a

process to reach c3 it must start in a3 and receive 3 twice. For a process to broadcast 3 it must start in

a2 and receive 2 twice, and for a process to broadcast 2 it must start in a1 and receive 1 twice. So a run
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Figure 2: An example of an ASMS

from a configuration of C0 to a configuration of C f must contain at least 23 broadcasts of 1. Since the

only way to broadcast 1 is for a process to go from tok to sent, there must be at least 23 processes in tok

in the initial configuration of C0.

3.2 Asynchronous Shared-Memory Systems

Asynchronous shared-memory systems (ASMS) [14, 13] consist of an arbitrary number of finite-state,

anonymous processes. These processes can communicate with each other by means of a single shared

register, to which they can either write a value or from which they can read a value.

Definition 2. An asynchronous shared-memory system (ASMS) is a tuple P = (Q,Σ,δ ) where Q is a

finite set of states, Σ is a finite alphabet, and δ ⊆ Q×{R,W}×Σ×Q is the set of transitions. Here R

stands for read, and W stands for write.

We use p
R(d)
−−→ q (resp. p

W(d)
−−−→ q) to denote that (p,R,d,q)∈ δ (resp. (p,W,d,q) ∈ δ ). The semantics

of an ASMS is given by means of configurations. A configuration C of an ASMS is a multiset over Q∪Σ

such that ∑d∈ΣC(d) = 1, i.e., C contains exactly one element from the set Σ. Hence, we sometimes

denote a configuration C as (M,d) where M is a multiset over Q (which counts the number of processes

in each state) and d ∈ Σ (which denotes the content of the shared register). The value d will be denoted

by data(C).
A step between configurations C = (M,d) and C′ = (M′,d′) exists if there is t = (p,op,d′′,q) ∈ δ

such that M(p) > 0, M′ = M − ppp+ qqq and either op = R and d = d′ = d′′ or op = W and d′ = d′′. If

such a step exists, we denote it by C
t
−→C′ and we let

∗
−→ denote the reflexive transitive closure of the step

relation. A run is then a sequence of steps. Given a sequence of transitions σ = t1, . . . , tn, we sometimes

use C
σ
−→C′ to denote that there is a run of the form C

t1−→C1
t2−→ . . .Cn−1

tn−→C′.

A cube C = (L,U) of an ASMS P = (Q,Σ,δ ) is defined to be a cube over Q∪ Σ satisfying the

following property : There exists d ∈ Σ such that L(d) = U(d) = 1 and L(d′) = U(d′) = 0 for every

other d′. Hence, we sometimes denote a cube C as (L,U,d) where (L,U) is a cube over Q and d ∈ Σ.

Membership of a configuration C in a cube C is then defined in a straightforward manner. The cube-

reachability problem for ASMS is then to decide, given P and two cubes C ,C ′ whether C can reach

C ′, i.e., whether there are configurations C ∈ C ,C′ ∈ C ′ such that C
∗
−→C′.

Example 2. Consider the ASMS of Figure 2 where the alphabet is {#,1,2,3,4}. Let C be the cube

which puts exactly one process in a1, arbitrary number of processes in b1 and c1 and exactly 0 processes

elsewhere. Let C ′ be the cube where C ′ puts at least one process in a4 and arbitrary number of processes

elsewhere. It can be verified that the cube C cannot reach C ′ for the following reason: Since there is

only one process in a1 in C , it follows that this process can either write 1 or 2, but not both. Hence,
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either processes from b1 can move into b2 to write 3 or processes from c1 can move into c2 to write 4, but

both cannot happen. It then follows that it is impossible to read both 3 and 4, and so the state a4 cannot

be reached.

4 RBN and ASMS are Cube-Reachability Equivalent

Throughout this paper, whenever we talk about one model simulating another model, we mean that

the cube-reachability problem for the second model can be reduced in polynomial time to the cube-

reachability problem for the first model. In this section, we prove our main result that RBN and ASMS

can simulate each other. As we will see in the next section, this simulation will allow us to transfer results

from RBN to ASMS and vice versa.

4.1 ASMS Simulate RBN

Construction Let R = (QR,ΣR ,δR) be an RBN. We construct an ASMS that simulates R. The register

value is used to store which message can be received, additional states are used to represent that a

broadcast is in progress, and a fresh register value is written when the simulation of a broadcast is over.

For every a ∈ ΣR , we let δ !a
R

(resp. δ ?a
R

) be the subset of the transitions in δR that broadcast (resp.

receive) the letter a. Let P = (QP ,ΣP ,δP) be the following ASMS: The set of states QP is QR ∪ I

with I = {[p,a, p′] : (p,?a, p′) ∈ δ or (p, !a, p′) ∈ δ}, where I stands for intermediary. The alphabet ΣP

is ΣR ∪ {#} where # is a letter which is not in Σ. The transition relation δP is such that for every

t = (q, !a,q′) ∈ δR there are transitions t̂ := q
W(a)
−−−→ [q,a,q′] and t# := [q,a,q′]

W (#)
−−−→ q′ in δP , and for

every t = (q,?a,q′) ∈ δR there are transitions t̂ := q
R(a)
−−→ [q,a,q′] and t# := [q,a,q′]

W(#)
−−−→ q′ in δP , as

represented in Figure 3.

q q,a,q′ q′ p p,a, p′ p′
W (a) R(a) W (#)W (#)

Figure 3: Simulation in P of transitions q
!a
−→ q′ and p

?a
−→ p′ of R.

A configuration (C,d) of P is called good if C(I) = 0 and d = #. There is a natural bijection between

configurations of R and good configurations of P . If C is a configuration of R, we will use (Ĉ,#) to

denote the corresponding good configuration of P .

Correctness of construction We now show that C′ ∈ post∗
R
(C) iff (Ĉ′,#) ∈ post∗

P
(Ĉ,#) for any con-

figurations C and C′ of R. Suppose C
t+t1,...,tn
−−−−−→C′ is a step in R. It is easy to see that we have a run in

P of the form (Ĉ,#)
t̂,t̂1,...,t̂n,t

#,t#
1 ,...,t

#
n

−−−−−−−−−−→ (Ĉ′,#). Hence, if C
∗
−→C′ for some configurations C,C′ in R, then

(Ĉ,#)
∗
−→ (Ĉ′,#) in P .

For the other direction, we first define the notion of a pseudo-step between two good configurations

of P . A run (Ĉ,#)
σ
−→ (Ĉ′,#) of P is called a pseudo-step if there exists a ∈ Σ and transitions t ∈ δ !a

R
and

t1, . . . , tn ∈ δ ?a
R

such that σ = t̂, t̂1, . . . , t̂n, t
#, t#

1 , . . . , t
#
n . The intuition behind this notion is that if (Ĉ,#)

σ
−→

(Ĉ′,#) where σ is a pseudo-step with σ = t̂, t̂1, . . . , t̂n, t
#, t#

1 , . . . , t
#
n then C

t+t1...tn−−−−→C′ is a step in R. Hence,

pseudo-steps of P “behave” similarly to a single step in R.
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Now a run (Ĉ,#)
σ
−→ (Ĉ′,#) of P is said to be in normal form if it is either the empty run or if it

can be decomposed into a sequence of pseudo-steps. Hence, it follows that if (Ĉ,#)
σ
−→ (Ĉ′,#) is a run in

normal form then C
∗
−→C′ in R.

The following lemma asserts that whenever there is a run between two good configurations of P ,

then there is also a run between those configurations in normal form. Hence, using this lemma and the

discussion in the previous paragraph, it follows that if (Ĉ,#)
∗
−→ (Ĉ′,#) in P then C

∗
−→C′ in R.

Lemma 3 (Normal form lemma). Suppose (Ĉ,#)
ρ
−→ (Ĉ′,#) is a run in P . Then there exists σ such that

(Ĉ,#)
σ
−→ (Ĉ′,#) is a run in normal form.

Proof sketch of normal form lemma. Let n be the length of ρ . We proceed by induction on n. If n = 0,

we are done. Let n > 0 and ρ = ρ1, . . . ,ρn. Assume now that any run of length strictly less than n can

be put in normal form. By analysing the structure of the transitions in P and noticing that ρ begins at a

good configuration, we can first show that ρ1 must be of the form q
W(a)
−−−→ [q,a,q′] for some a ∈ Σ. Then

we consider two cases:

Case 1: Suppose there is no i > 1 such that ρi is a transition which writes a value b 6= #. Hence,

every transition in ρ2, . . . ,ρn either reads the value a or writes # and so there must be an index 2 ≤ j ≤ n

such that every transition in ρ2, . . . ,ρ j−1 reads a and every transition in ρ j, . . . ,ρn writes #. Now, by

analysing the transitions going in and out of the subset I and noticing that the run begins and ends at

good configurations, we can show that (Ĉ,#)
ρ
−→ (Ĉ′,#) must be a pseudo-step.

Case 2: Suppose there is i > 1 such that ρi is a transition which writes a value b 6= #. By the

same argument as before, it is easy to see that there must exist 2 ≤ j ≤ i− 1 such that every transi-

tion in ρ2, . . . ,ρ j−1 reads a and every transition in ρ j, . . . ,ρi−1 writes #. Let Z be the configuration

reached after ρi−1. Let M = Z(I), i.e., M is the multiset of processes at the configuration Z which

are in some intermediary state. Since the only way out of the set I is to write # onto the register, if

M = H[p1,a, p′1], . . . , [pk,a, p′k]I then there must exist i1, . . . , ik > i such that each ρil is [pl,a, p′l ]
W(#)
−−−→ p′l .

We can then rearrange the run by first following ρ up till ρi−1, then “preponing” the transitions ρi1 , . . . ,ρik

and then firing the rest of ρ to reach (Ĉ′,#). With this rearrangement, the run up till ρik becomes a

pseudo-step and so we can apply induction hypothesis on the rest of the run.

The reduction With this construction, we can now simulate RBN by ASMS as follows: Let R be an

RBN with states QR and let C1 = (L1,U1),C
′
1 = (L′

1,U
′
1) be two cubes of R. Construct the ASMS P

as described above. Then construct the following two cubes C2 = (L2,U2,#),C
′
2 = (L′

2,U
′
2,#) of P:

L2(q),U2(q),L
′
2(q) and U ′

2(q) are respectively equal to L1(q),U1(q),L
′
1(q) and U ′

1(q) if q is a state of R.

If q is in I, then L2(q) = U2(q) = L′
2(q) = U ′

2(q) = 0. It is then easy to see that C ∈ C1 (resp. C ′
1) iff

Ĉ ∈ C2 (resp. C ′
2). Hence, by correctness of our construction, it follows that C1 can reach C ′

1 iff C2 can

reach C ′
2.

4.2 RBN Simulate ASMS

Construction Let P = (QP ,Σ,δP) be an ASMS. We construct an RBN R where one agent acts like

the register of P and all the other agents behave like agents of P . Let R = (QR,ΣR ,δR) be an RBN

defined as follows: The set of states QR is comprised of two parts. The first part consists of the set

QP ∪{[p,a,q] : p
W(a)
−−−→ q ∈ δP}, which will intuitively be used to simulate the processes of P . The

second part consists of the set Σ∪{a : a ∈ Σ} which will intuitively be used to simulate the register of

P . The set {a : a ∈ Σ} is denoted by Σ. The alphabet ΣR is {Reada,Cha,Acka : a ∈ Σ}.
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q q,a,q′ q′ d a a p p′
?Cha !Acka ?Reada!Cha

!Reada

?Acka

Figure 4: Simulation in R of transitions q
W(a)
−−−→ q′ and p

R(a)
−−→ p′ of P .

Before describing the transition relation δR we set up some notation: A good configuration of R is a

configuration C such that ∑a∈ΣC(a) = 1 and C(p) = 0 if p /∈QP ∪Σ. Intuitively, in a good configuration,

there is one process which stores the value of the register of P and all the other processes are in some

state of QP . Notice that there is a natural bijection between configurations of P and good configurations

of R. If C is a configuration of P , we will use Ĉ to denote the corresponding good configuration of R.

Now, the transition relation δR is constructed so that the following invariant is satisfied: For any

configurations C and C′ of P , C′ ∈ post∗
P
(C) iff Ĉ′ ∈ post∗

R
(Ĉ).

• Suppose t = p
R(a)
−−→ q is a transition in P . Correspondingly, we have two transitions a

!Reada−−−→ a

and p
?Reada−−−−→ q in R. Hence, if C

t
−→C′ in P , then Ĉ

(a,!Reada,a)+(p,?Reada,q)
−−−−−−−−−−−−−−−→ Ĉ′ in R.

• Suppose t = p
W (a)
−−−→ q is a transition in P . We first have two transitions p

?Cha−−→ [p,a,q] and

[p,a,q]
!Acka−−−→ q. Further, for every d ∈ Σ, we have the transitions, d

!Cha−−→ a and a
?Acka−−−→ a. Intu-

itively, the process responsible for the register requests to change the value of the register from

d to a by broadcasting the message Cha and moving to a. The process at state p is capable of

receiving this message and moves to the state [p,a,q] and from there it is capable of sending the

message Acka acknowledging the change sent by the register. The process at a can receive Acka

and move to a. Hence, if C
t
−→ C′ then Ĉ

(d,!Cha,a)+(p,?Cha,[p,a,q])
−−−−−−−−−−−−−−−→ Cint

([p,a,q],!Acka ,q)+(a,?Acka,a)
−−−−−−−−−−−−−−−−→ Ĉ′.

Figure 4 represents the transitions needed for this simulation.

Correctness of construction Hence, if C
∗
−→C′ in P then we have shown that Ĉ

∗
−→ Ĉ′ in R. Notice that

we have also shown that it is possible to go from Ĉ to Ĉ′ where every broadcasted message is received

by exactly one other process. Our next lemma shows that this is not an accident, and indeed any run

between Ĉ and Ĉ′ can be transformed into this form.

A run between good configurations of R is said to be in normal form if whenever Z
t+t1,...,tn
−−−−−→ Z′ is a

step in that run, then n = 1. We have the following lemma.

Lemma 4 (Normal form lemma). Suppose there is a run from Z to Z′ in R where Z and Z′ are good

configurations. Then there is a run from Z to Z′ which is in normal form.

First we will see how our simulation is correct, using the normal form lemma. Suppose Ĉ
∗
−→ Ĉ′ in

R for some configurations C and C′ of P . By the normal form lemma, we can assume that this run is

in normal form and so let Ĉ
b1+r1

−−−→C1
b2+r2

−−−→C2 . . .Cm−1
bm+rm

−−−−→ Ĉ′. We proceed by induction on m. The

base case of m = 0 is trivial. Suppose m > 0 and assume the claim holds for all numbers less than m.

Since Ĉ is a good configuration, there are only two possible cases for b1:

Case 1: Suppose b1 = (a, !Reada,a) for some a ∈ Σ. Hence r1 must be (p,?Reada,q) for some

p,q ∈ QP . It follows that C1 = Ẑ for some configuration Z of P . Since C
(p,R,a,q)
−−−−−→ Z in P , by applying

the induction hypothesis on the run from Ẑ to Ĉ′, we are done.
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Case 2: Suppose b1 = (d, !Cha,a) for some d,a ∈ Σ. Hence r1 must be (p,?Cha, [p,a,q]) for some

p,q ∈ QP . The only process which can broadcast from C1 is the process at [p,a,q] and moreover it

can only broadcast Acka. The only process which can receive Acka from C1 is the process at the state a.

Hence b2 = ([p,a,q], !Acka,q) and r2 = (a,?Acka,a). Therefore, C2 = Ẑ for some configuration Z of P .

Since C
(p,W,a,q)
−−−−−→ Z in P , by applying the induction hypothesis on the run from Ẑ to Ĉ′, we are done.

Proof sketch of normal form lemma. Suppose Z0 := Z
b1+r1

1,...,r
1
n1−−−−−−−→ Z1

b2+r2
1 ,...,r

2
n2−−−−−−−→ Z2 . . .Zm−1

bm+rm
1 ,...,r

m
nm−−−−−−−→

Zm := Z′. We proceed by induction on m. The case of m = 0 is trivial.

Suppose m > 0 and assume that the claim is true for all numbers less than m. Since Z0 is a good

configuration, there are only two possible choices for b1.

Case 1: Suppose b1 = a
!Reada−−−→ a for some a ∈ Σ. By firing b1 repeatedly, we can fire r1

1,r
1
2 , . . . ,r

1
n1

“one at a time” and reach Z1 from Z0 using a run in normal form. We can then apply the induction

hypothesis on the run between Z1 and Z′.

Case 2: Suppose b1 = d
!Cha−−→ a for some d,a ∈ Σ. Hence, Z1 is a bad configuration and so Z1 6= Z′.

If n1 = 0, then no process in Z1 can broadcast any message, which leads to a contradiction. So, n1 > 0.

For each 1 ≤ i ≤ n1, let r1
i = (pi,?Cha, [pi,a,qi]). Let S := ∑

n1

i=2 pppiii −∑
n1

i=2[[[pppiii,,,aaa,,,qqqiii]]] and let M :=

∑
n1

i=2[[[pppiii,,,aaa,,,qqqiii]]]. Notice that the only processes which can broadcast a message at the configuration Z1 are

the processes in the multiset [[[ppp111,,,aaa,,,qqq111]]]+M. Hence b2 = (pi[a]qi, !Acka,qi) for some i. Without loss of

generality, we can assume that i = 1.

Notice that the only process which can receive the message Acka at the configuration Z1 is the process

at the state a. It then follows that either n2 = 0 or n2 = 1. Hence, we get two subcases:

Case 2a): Suppose n2 = 0. Then reorder the run between Z0 and Z2 as follows: Z0

b1+r1
1−−−→ Z1 +

S
b2+(a,?Acka,a)
−−−−−−−−→ Z2+S−aaa+aaa

(a,!Cha,a)+r1
2,...,r

1
n1−−−−−−−−−−−→ Z2. Notice that the configuration Z2+S−aaa+aaa is a good

configuration and has a run of length m−1 to Z′. Applying induction hypothesis, we are then done.

Case 2b): Suppose n2 = 1. Hence, r2
1 = (a,?Acka,a) and so Z2(a) = 0 and Z2(a) = 1. We consider

two further subcases:

• Suppose there exists α > 2 such that Zα(a) = 1. Let α be the minimum such index. Hence, there

must exist some d′ ∈ Σ such that bα is (d′, !Cha,a).

Suppose no b ∈ {b3, . . . ,bα−1} is labelled by !Acka. Intuitively, we can then show that none of the

processes in any of the states in the multiset M ever make a step between Z2 and Zα . Hence, we

can “postpone” firing the transitions r1
2, . . . ,r

1
n1

and get Z0

b1+r1
1−−−→ Z1 + S

b2+r2
1−−−→ Z2 + S

∗
−→ Zα−1 +

S
bα+r1

2,...,r
1
n1
,rα

1 ,...,r
α
nα

−−−−−−−−−−−−→ Zα . The configuration Z2 + S is a good configuration and has a run to Z′ of

length m−2 and so we can apply the induction hypothesis.

Suppose some b ∈ {b3, . . . ,bα−1} is labelled by !Acka. Let b = bi be the first such transition. By

definition of α and by construction of the protocol, we can show that bi must be ([p j,a,q j], !Acka,q j)
for some 2 ≤ j ≤ n1 (without loss of generality we can assume j = 2) and we can also show that

no process at the ith step receives this message, i.e. ni = 0. Hence, we can “prepone” firing

the transition bi and get Z0

b1+r1
1−−−→ Z1 + S

b2+r2
1−−−→ Z2 + S

(a,!Cha ,a)+r1
2,...,r

1
n1−−−−−−−−−−−→ Z2 − aaa+ aaa

(bi+(a,?Acka,a)
−−−−−−−−→

Z2 − [[[ppp222,,,aaa,,,qqq222]]] + ppp222
∗
−→ Zi−2 − [[[ppp222,,,aaa,,,qqq222]]] + ppp222

bi−1+ri−1
1 ...ri−1

ni−1
−−−−−−−−−→ Zi. Notice that Z2 + S is a good

configuration and has a run to Z′ of length < m and so we can apply the induction hypothesis.

• Suppose there does not exist α > 2 such that Zα(a) = 1.
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Suppose no b ∈ {b3, . . . ,bm} is labelled by !Acka. We can once again show that none of the

processes in the multiset M ever make a step between Z2 and Zm. Since Zm is a good configuration,

it must then be the case that n1 = 1, which means that Z2 is a good configuration and the run

between Z0 and Z2 is already in normal form. Because of the induction hypothesis, we are done.

Suppose some b ∈ {b3, . . . ,bm} is labelled by !Acka. Let b = bi be the first such transition. In this

case, we can do a similar rearrangement like the corresponding previous case by “preponing” bi

and then conclude by applying the induction hypothesis.

The reduction Now, suppose we are given an ASMS P and two cubes C1 = (L1,U1,d) and C ′
1 =

(L′
1,U

′
1,d

′). We construct the protocol R as we have described in this section. Then we construct two

cubes C2 = (L2,U2) and C ′
2 = (L′

2,U
′
2) of R as follows: L2(q),U2(q),L

′
2(q) and U ′

2(q) are all respectively

equal to L1(q),U1(q),L
′
1(q) and U ′

1(q) if q ∈ QP , L2(d) =U2(d) = L′
2(d

′) =U ′
2(d

′) = 1 and otherwise

L2(q) = U2(q) = L′
2(q) = U ′

2(q) = 0. It is easy to see that a configuration C ∈ C1 (resp. C ′
1) iff its cor-

responding configuration Ĉ ∈ C2 (resp. C ′
2). Hence, by our simulation it follows that C1 can reach C ′

1 in

P iff C2 can reach C ′
2 in R.

Another reduction While this construction proves the desired result, we need a slightly different con-

struction for the purposes of the next section which we now describe. Given an ASMS P and two cubes

C1 = (L1,U1,d) and C ′
1 = (L′

1,U
′
1,d

′), once again construct the RBN R described in this section and

construct two cubes C3 = (L3,U3) and C ′
3 = (L′

3,U
′
3) of R as follows: The cube C ′

3 is the same as C ′
2 de-

scribed before. The cube C3 is also exactly the same as C2, except for the constraints L2(d) =U2(d) = 1

which are replaced by L3(d) = 0,U3(d) = ∞.

Since C2 ⊆ C3, it follows from the previous reduction that if C1 can reach C ′
1, then C3 can reach C ′

3.

For the other direction, notice that, by construction of the protocol R,

If C −→C′ is a step in R, then ∑
q∈Σ∪Σ

C(q) = ∑
q∈Σ∪Σ

C′(q) (1)

Using this equation and the fact that any configuration in C ′
3 is a good configuration, it is then clear that

if C3 ∈ C3 such that C3
∗
−→ C′

3 with C′
3 ∈ C ′

3, then C3 must also be a good configuration. Hence, we can

then conclude that C3 can reach C ′
3 iff C1 can reach C ′

1.

5 Transferring Existing Results

In the previous section, we have shown that RBN and ASMS are polynomial-time equivalent with respect

to the cube-reachability problem. Though the precise complexity of this problem has not been established

for either one of these models, our result shows that it is sufficient to characterize the complexity of cube-

reachability for one of these models. Moreover, there exist results for subclasses of the cube-reachability

problem for both RBN and ASMS. In this section, we use the reductions constructed in the previous

section to transfer these results from RBN to ASMS and vice versa.

5.1 Unbounded initial cube reachability

We consider the following problem for RBN, which we call the unbounded initial cube reachability

problem: We are given an RBN R and two cubes C = (L,U),C ′ = (L′,U ′) with the special property
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that L(q) = 0 and U(q) ∈ {0,∞} for every state q and we would like to check if C can reach C ′. Notice

that there is no restriction on the cube C ′. We will call such a pair (C ,C ′) as an unbounded initial cube

pair. This problem was proved to be PSPACE-complete for RBN in ([11], Theorem 5.5). (In [11], this

result is only stated for cubes with constants encoded in unary, but the proof can be modified easily to

also give the same upper bound when the constants are encoded in binary).

In a similar way, it is possible to define the corresponding problem for ASMS. Notice that if (C ,C ′)
is an unbounded initial cube pair for an ASMS P , then the second reduction in Section 4.2 produces an

RBN R along with an unbounded initial cube pair as well. This shows that the corresponding problem

for ASMS can be solved in PSPACE.

Further, notice that given an RBN R and an unbounded initial cube pair for R, our reduction in

Section 4.1 produces an ASMS P with an unbounded initial cube pair as well. This shows that the

unbounded initial cube reachability problem for ASMS is PSPACE-hard.

Theorem 5. The unbounded initial cube reachability problem for ASMS is PSPACE-complete.

5.2 Leader protocols

The notion of an ASMS equipped with a leader has been studied in [14, 9]. Formally, an ASMS-leader

protocol is a pair of ASMS protocols PC = (QC,Σ,δC),PD = (QD,Σ,δD), where PC is called the

contributor protocol and PD is called the leader protocol. Intuitively, there is exactly one process which

executes PD (the leader) and all the other processes execute PC (contributors). This is formalized as

follows: A configuration of such a system is defined to be a triple (q,M,a) where q ∈ QD, M is a multiset

on QC and a ∈ Σ. A step between C = (q,M,a) and C′ = (q′,M′,a′) exists if one of the following is true:

• There exists (q,op,a′,q′) ∈ δD such that M′ = M and either op= R and a = a′, or op=W .

• There exists (p,op,a′, p′) ∈ δC such that q = q′, M(p) ≥ 1, M′ = M − ppp+ ppp′′′, and either op = R

and a = a′, or op=W .

We can then define the notion of a run for an ASMS-leader protocol in the usual way. The ASMS-

leader reachability problem is to decide, given an ASMS-leader protocol (PC,PD), two leader states

qI
D,q

f
D, a contributor state qI

C and two data values a,a′ ∈ Σ whether there exists a k ≥ 1 such that the

configuration (qI
D,Hk ·qI

CI,a) can reach a configuration C′ = (q f
D,M

′,a′) for some M′.

We now define a special case of cube-reachability in ASMS and notice that this special case is

exactly equivalent to ASMS-leader reachability. An ASMS-leader cube is a pair (P,C ,C ′) of the fol-

lowing form: The protocol P = (Q,Σ,δ ) is such that there exists a partition of the states and transition

relation as Q= QC∪QD,δ = δC∪δD and C = (L,U,a),C ′ = (L′,U ′,a′) satisfy: There exists exactly two

states qI
D,q

f
D ∈ QD such that L(qI

D) =U(qI
D) = 1,L′(q f

D) =U ′(q f
D) = 1 and for every other state q ∈ QD,

L(q) = L′(q) =U(q) =U ′(q) = 0 and there exists exactly one state qI
C ∈ QC such that L(qI

C) = L′(qI
C) =

0,U(qI
C) = U ′(qI

C) = ∞ and for every other state q ∈ QC, L(q) = U(q) = L′(q) = 0,U ′(q) = ∞. Notice

that Example 2 is an example of an ASMS-leader cube.

It is easy to see that the ASMS-leader reachability problem is equivalent to the cube-reachability

problem for ASMS-leader cubes. The following result has been shown for ASMS.

Theorem 6 ([14]). The ASMS-leader reachability problem is in NP.

Now, we can define RBN-leader protocols and RBN-leader cubes in exactly the same way as was

done for ASMS. Further, notice that the reduction given in Section 4.1 has the following special property:

If we are given an RBN-leader cube (R,C1,C
′
1), then the reduction produces an ASMS-leader cube
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(P,C2,C
′
2). This proves that the RBN-leader cube reachability problem (and hence the RBN-leader

reachability problem) is in NP.

Notice that the reduction given in Section 4.2 does not output a RBN-leader cube when it is given an

ASMS-leader cube as input. Hence, we do not immediately get NP-hardness of the RBN-leader reacha-

bility problem. Nevertheless, by a reduction from 3-SAT similar to that of the one given in Theorem 10

of [9], we can prove NP-hardness of RBN-leader reachability. We then get

Theorem 7. The RBN-leader reachability problem is NP-complete.

5.3 Almost-sure coverability

We now consider the notion of almost-sure coverability for ASMS. Let P = (Q,Σ,δ ) be an ASMS with

two distinguished states qI ,q f and a distinguished letter d ∈Σ. Let ↑ q f denote the set of all configurations

C such that C(q f )≥ 1. For any k ≥ 1, we say that the configuration (Hk ·qII,d) almost-surely covers q f

iff post∗((Hk · qII,d)) ⊆ pre∗(↑ q f ). The reason behind calling this the almost-sure coverability relation

is that the definition given here is equivalent to covering the state q f from (Hk ·qII,d) with probability 1

under a probabilistic scheduler which picks processes uniformly at random at each step.

The number k is called a cut-off if one of the following is true: 1) Either for all h ≥ k, the configu-

ration (Hh · qII,d) almost-surely covers q f . In this case, k is a positive cut-off. Or, 2) for all h ≥ k, the

configuration (Hh ·qII,d) does not almost-surely cover q f . In this case, k is a negative cut-off. Note that

from the definition alone, it is not clear that a cut-off must exist for every ASMS. The following result is

known.

Theorem 8 (Theorem 3 of [6]). Given an ASMS with two states qI ,q f and a letter d, a cut-off always

exists. Whether the cut-off is positive or negative can be decided in EXPSPACE.

We can now translate this result to RBNs. Given an RBN R and two states qI ,q f , we first set

↑ q f := {C : C(q f ) ≥ 1}. Then for any k ≥ 1, we say that Hk · qII almost-surely covers q f iff post∗(Hk ·
qII) ⊆ pre∗(↑ q f ). We can then define positive and negative cut-offs in a similar manner. Now for the

RBN R, let P be the ASMS protocol that we construct in our reduction given in Section 4.1. Using the

construction of P , we can then easily show that

for any k ≥ 1, post∗
R
(Hk ·qII)⊆ pre∗

R
(↑ q f ) iff post∗

P
(Hk ·qII,#) ⊆ pre∗

P
(↑ q f ).

This then directly implies that

Theorem 9. Given an RBN with two states qI ,q f , a cut-off always exists. Whether the cut-off is positive

or negative can be decided in EXPSPACE.

6 A Third Model

We have shown that RBN and ASMS are cube-reachability equivalent and using this we have transferred

some results between these two models. In this section, we will introduce a third model called Immediate

Observation (IO) nets and show that cube-reachability for IO nets can be reduced to cube-reachability

for RBN. Further, we show that a stronger notion of reduction – which is satisfied by all the reductions

given in this paper – cannot exist from RBN to IO nets.
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6.1 Immediate Observation Nets

Immediate observation nets, or IO nets, were introduced in [16]. They are a subclass of Petri nets

with applications in population protocols and chemical reaction networks. An IO net is a Petri net with

transitions of a certain shape: Informally, a process (or token) in a state (or place) p observes the presence

of a process in q and moves to state p′, for some states p,q, p′ not necessarily distinct. Because of this,

IO nets can be described in a simpler manner that does not use the full Petri net formalism. We will

present them this way here, to highlight the similarity to the other models and to simplify notation.

Definition 10. An immediate observation net is a tuple N = (Q,δ ) where Q is a finite set of states and

δ ⊆ Q×Q×Q is the transition relation.

If (p,q, p′) ∈ δ , then we sometimes denote it by p
q
−→ p′. A configuration C of an IO net N is

a multiset over Q. It intuitively counts the number of processes in each state. There is a step from

a configuration C to a configuration C′ if there exists t = p
q
−→ p′ ∈ δ , such that C ≥ Hp,qI and C′ =

C − ppp+ ppp′′′. We denote by C
t
−→ C′ such a step, and by

∗
−→ the reflexive transitive closure of the step

relation. We can then define runs of an IO net in the usual way.

6.2 RBN Simulate IO Nets

Construction Let N = (Q,δ ) be an IO net. We construct an RBN that simulates N in which processes

send messages signaling their current state. Let R = (Q′,Σ′,δ ′) be the following RBN: The set of states

Q′ and the alphabet Σ′ are both equal to Q. The transition relation δ ′ is such that for every q ∈ Q there is

a transition q
!q
−→ q in δ ′, and for every p

q
−→ p′ ∈ δ there is a transition p

?q
−→ p′ in δ ′.

Correctness of construction There is a natural bijection between configurations of R and configura-

tions of P . If C is a configuration of N , we will abuse notation and denote the corresponding config-

uration of R also as C. We now show that C′ ∈ post∗
N
(C) iff C′ ∈ post∗

R
(C) for any configurations C

and C′ of N . Indeed, if C reaches C′ by one step p
q
−→ p′ in N , then C

t+t1−−→ C′ with t = q
!q
−→ q and

t1 = p
?q
−→ p′ in R. Conversely, let C

t+t1,...,tk−−−−−→ C′ be a step in R with t = q
!q
−→ q and ti = pi

?q
−→ p′i for

some k ≥ 0. The step must be of this form because the only broadcast transitions of R are of the form

q
!q
−→ q. Then C reaches C′ by the sequence of transitions (p1

q
−→ p′1),(p2

q
−→ p′2), . . . ,(pk

q
−→ p′k) in N .

The reduction With this construction, RBN can simulate IO nets as follows: Let N be an IO net and

let C1 = (L1,U1),C
′
1 = (L′

1,U
′
1) be two cubes of N . Construct the RBN R as described above, and let

C2 = C1 and C ′
2 = C ′

1. By our construction, C1 can reach C ′
1 iff C2 can reach C ′

2.

Consequences. In [11], two further restrictions of the unbounded initial cube reachability problem

(presented in Section 5.1) are considered. The first restriction, dubbed CRP[≥ 1] (where CRP stands

for cardinality reachability problem), considers only unbounded initial cube pairs C ,C ′ in which C ′ =
(L′,U ′) is such that L′(q)∈ {0,1} and U ′(q) = ∞ for all q. The second restriction, dubbed CRP[≥ 1,= 0],
considers only unbounded initial cube pairs C ,C ′ in which C ′ = (L′,U ′) is such that L′(q) ∈ {0,1} and

U ′(q) ∈ {0,∞} for all q. For RBN, the problems CRP[≥ 1] and CRP[≥ 1,= 0] are shown to be in

PTIME and in NP (Theorem 3.3 and 4.3 of [11]), respectively. By the construction given above, it is then

immediately clear that

Theorem 11. For IO nets, CRP[≥ 1] and CRP[≥ 1,= 0] are in PTIME and in NP respectively.
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Strong simulation. Consider the following alternative definition of simulation between models A and

B (where a model is to be understood as either an RBN, ASMS or IO net): Given an instance I of model

A with states QI , there exists an instance J of model B with states QJ such that J is polynomial in the size

of I with QI ⊆ QJ, and there exists a multiset h over QJ \QI of polynomial size such that C′ ∈ post∗(C)
if and only if C′ · h ∈ post∗(C · h) for any configurations C,C′ of I. Notice that strong simulation is a

transitive relation. The simulation constructions of this paper verify this strong definition of simulation.

Theorem 12. RBN and ASMS strongly simulate each other. Further, IO nets are strongly simulated by

RBN (and hence by ASMS as well).

We show that this is not the case for IO nets: they cannot strongly simulate RBN (nor ASMS).

6.3 IO Does not Strongly Simulate RBN

Assuming that IO nets can strongly simulate RBN, we will derive a contradiction. Under this assumption,

we will first transfer results on the closure of cubes from IO nets to RBN, then exhibit a particular RBN

which contradicts these results. We start by recalling definitions and properties relating to cubes.

Counting sets and norms. We consider cubes over a finite set Q. A finite union of cubes
⋃m

i=1(Li,Ui)
is called a counting constraint and the set of configurations

⋃m
i=1 Ci it describes is called a counting

set. We write JΓK for the counting set described by the counting constraint Γ. Notice that two different

counting constraints may describe the same counting set. For example, let Q = {q} and let (L,U) =
(1,3), (L′,U ′) = (2,4), (L′′,U ′′) = (1,4). The counting constraints (L,U)∪ (L′,U ′) and (L′′,U ′′) define

the same counting set. It is easy to show (see also Proposition 2 of [15]) that counting constraints and

counting sets are closed under Boolean operations.

Let C = (L,U) be a cube. Let ‖C ‖l be the the sum of the components of L. Let ‖C ‖u be the sum of

the finite components of U if there are any, and 0 otherwise. We call norm of C the maximum of ‖C ‖l and

‖C ‖u, denoted by ‖C ‖. We define the norm of a counting constraint Γ =
⋃m

i=1 Ci as ‖Γ‖
def
= max

i∈[1,m]
{‖Ci‖}.

The norm of a counting set S is the smallest norm of a counting constraint representing S , that is,

‖S ‖
def
= min

S=JΓK
{‖Γ‖}. Proposition 5 of [15] entails the following results for the norms of the union,

intersection and complement.

Proposition 13. Let S1,S2 be counting sets. The norms of the union, intersection and complement

satisfy: ‖S1 ∪S2‖ ≤ max{‖S1‖,‖S2‖}, ‖S1 ∩S2‖ ≤ ‖S1‖+‖S2‖ and ‖Nn \S1‖ ≤ ‖S1‖+‖S2‖.

The following result for IO nets is deduced directly from Theorem 6 in [17]. It states that the forward

and backward reachability set of a counting set is still a counting set, and bounds its norms polynomi-

ally. This result, transferred to RBN under the assumption of a strong simulation, will amount to a

contradiction.

Theorem 14. Let N = (Q,δ ) be an IO net, and let S be a counting set of N . Then post∗(S ) is also

a counting set and ‖post∗(S )‖ ≤ ‖S ‖+ |Q|3. The same holds for pre∗(S ).

Assuming that IO nets strongly simulate RBN, we can transfer the result of Theorem 14 to RBN.

Theorem 15. Assume that IO nets can strongly simulate RBN. There exists a constant k such that for any

RBN R = (Q,Σ,δ ), for any counting set S of R, post∗(S ) is also a counting set and ‖post∗(S )‖ ∈
O(‖S ‖+ |Q|)k. The same holds for pre∗(S ).
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Proof Sketch. It suffices to show the result for S a cube, since for a counting set ∪n
i=1Ci, we have

post∗(∪iCi) =∪ipost∗(Ci). Fix an RBN R = (Q,Σ,δ ) and a cube C over Q. Let N = (QN ,δN ) be the

IO net of the strong simulation whose existence we assume. The definition of strong simulation entails

the existence of a bijection b from configurations of R to a subset G of “good” configurations of N .

The bijection verifies that a cube of R is mapped to a cube of N , and that a cube of N restricted to

configurations of G is mapped to a cube of R.

Since b preserves cubes, b(C ) is a cube. By Theorem 14, post∗(b(C )) is a counting set, and thus

there exist cubes C1, . . . ,Cn of N such that post∗(b(C )) = ∪n
i=1Ci. Let M be the set ∪n

i=1b−1(Ci|G ) of

R. We show that post∗(C ) = M . Since the b−1(Ci|G ) are cubes by strong simulation, post∗(C ) is a

counting set as a union of cubes. The size of post∗(b(C )) is polynomial in C and R by Theorem 14, and

thus the size of post∗(C ) is too.

Deriving the contradiction. We now exhibit a contradiction to the result of Theorem 15, thus proving

that IO nets do not strongly simulate RBN. Recall the RBN represented in Figure 1. We can gener-

alize it to a family of RBN Rn = (Q,Σ,δ ), parameterized by n ≥ 1, with set of states {tok,sent} ∪
{ai,bi,ci|1 ≤ i ≤ n}. Let C0 be the cube in which there are arbitrarily many agents in tok, exactly one

agent in each ai and 0 agents in the other states. Let C f be the cube in which there is a least one agent in

cn and an arbitrary number elsewhere. We claim that if we start from a configuration of C0, we can only

reach C f if we initially have 2n or more agents in tok. Indeed we can show by induction on i ∈ {1, . . . ,n}
that 1 must be broadcasted 2i times to reach ci, and thus that 2i agents are needed in tok initially to reach

ci. By Proposition 13 and Theorem 15, the set S := post∗(C0)∩C f is a counting set of size at most

polynomial in |Q|,‖C0‖ and ‖C f‖. The cubes ‖C0‖ and ‖C f ‖ have norms n and 1 respectively, so S is of

norm polynomial in n. Thus if it is non-empty it must contain a configuration of size at most polynomial

in n: simply take the configuration equal to the lower bounds L of one of the cubes whose union is the

counting set post∗(C0)∩C f . This contradicts the fact that 2n agents are needed to reach C f .
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useful feedback.
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