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#### Abstract

In this paper, we extend an available neural network verification technique to support a wider class of piece-wise linear activation functions. Furthermore, we extend the algorithms, which provide in their original form exact respectively over-approximative results for bounded input sets represented as star sets, to allow also unbounded input sets. We implemented our algorithms and demonstrated their effectiveness in some case studies.


## 1 Introduction

In the area of artificial intelligence, feed-forward neural networks (FNNs) [32] enjoy increasing popularity. FNNs can be trained to learn a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ from a set of input-output samples, and predict outputs also for previously unseen inputs. This way, FNNs can tackle problems that would otherwise require very complex solutions [45].

Nowadays, a wide range of applications use FNNs, such as autonomous vehicles [31], speech- and object-recognition systems [22, 13] or robot vision [33], just to mention a few. While FNNs are impressively effective, their reliability in safety-critical situations is still questionable [9, 16, 24]. Hence, verification methods play an important role in providing guarantees about their behavior. In this work, we focus on the reachability problem for FNNs, which is the problem of determining which output values (reachable set) an FNN computes for inputs from a given set.

Related work. The application of formal methods [61, 7, 20, 60] to verify the safety of neural networks began with [41]. Since then, the verification of neural networks has gained significant attention from the formal methods research community [55, 64, 12, 6, 59, 34, 14, 56, 4, 19, 28, 50].

Some of the available approaches encode the verification problems as logical formulae and use SMTsolvers for their solution [27, 63, 28, 12, 59]. Another common technique is reachable set calculation [23, 44, 36, 55, 64, 56] using an abstract representation like star sets [57] or symbolic intervals [29].

This paper builds on previous work [3, 54, 57], which solves the reachability problem using star sets to represent subsets of $\mathbb{R}^{k}$ for any $k \in \mathbb{N}$ with $k>0$, like sets of input and output values. The authors present two methods, one with exact computations and one which over-approximates the reachable set.

Contributions. Our contributions in this paper are the following:

1. We extend the set of activation functions supported by [57, 54] to cover the piece-wise linear functions leaky ReLU, hard tanh, hard sigmoid and the unit step; while some of these functions have already been included in the respective algorithms, no complete formalizations were available, which we provide in this paper. Furthermore, we support more general, parameterized versions
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Figure 1: Illustration of a feed-forward fully-connected neural network, consisting of one input layer (green), one hidden layer (blue), and one output layer (red).
of the aforementioned activation functions. For each of the above, we present the reachability analysis algorithm using both the exact and the over-approximative methods.
2. While previous work was restricted to bounded input sets, we provide extensions to allow also unbounded input sets.
3. Using the open-source library $\operatorname{HyPr}{ }^{1}{ }^{1}$ [47] for the star-set representation, we developed a $\mathrm{C}++$ implementation of both the exact and the over-approximative analysis methods, covering all the above activation functions. This includes also an extension of HyPro with an NNET parser to input FNN models in NNET file format.
4. We propose some novel benchmarks (thermostat and sonar classifier) with the aim of supporting the formal methods community. Using our implementation, we provide experimental evaluation on the two proposed benchmarks and two other existing benchmarks discussing the results.

Outline. The rest of this paper is structured as follows. We present in Section 2 the fundamentals of this work, including feedforward neural networks (FNN), star sets, and reachability analysis of FNN with the rectified linear unit (ReLU) activation function. Then, in Section 3, we propose an exact and over-approximate analysis method for several other activation functions, considering both bounded and unbounded input sets. Afterwards, in Section 4, we present and evaluate experimental results on four different benchmarks. Finally, in Section 5 we conclude the paper and discuss future work.

## 2 Preliminaries

We use $\mathbb{N}$ to denote the set of all natural numbers including 0 and $\mathbb{R}$ for the reals, and consider elements from $\mathbb{R}^{n}$ (for any $n \in \mathbb{N}$ ) to be column vectors.

### 2.1 Feedforward Neural Networks

A feedforward neural network (FNN) [30, 51] is a directed weighted graph annotated with some data. It has a finite set of nodes called neurons, which are grouped into $k \in \mathbb{N}_{\geq 2}$ disjoint non-empty ordered sets $l_{1}, \ldots, l_{k}$ called layers. We call $l_{1}$ the input layer, $l_{k}$ the output layer, while the others are hidden layers. Let $\langle i\rangle$ denote the size $\left|l_{i}\right|$ of layer $i=1, \ldots, k$. There is a directed edge from each neuron $n$ in each

[^0]non-output layer $l_{i-1}$ to each neuron $n^{\prime}$ in the next layer $l_{i}$, weighted by $w_{n^{\prime}, n} \in \mathbb{R}$; let $\mathbf{W}_{i} \in \mathbb{R}^{\langle i\rangle \times\langle i-1\rangle}$ be the matrix whose entry in row $r$ and column $c$ is the weight of the edge from the $c$ th neuron in layer $i-1$ to the $r$ th neuron in layer $i$. In addition, each neuron $n$ in each non-input layer is annotated with a bias $b_{n} \in \mathbb{R}$ and an activation function act $t_{n}: \mathbb{R} \rightarrow \mathbb{R}$; for layer $i$ with neurons $l_{i}=\left\{n_{1}, \ldots, n_{\langle i\rangle}\right\}$, let $\mathbf{b}_{i}=\left(b_{n_{1}}, \ldots, b_{n_{(i)}}\right)^{T}$ and $\mathbf{a c t}_{i}: \mathbb{R}^{\langle i\rangle} \rightarrow \mathbb{R}^{\langle i\rangle}$ with $\operatorname{act}_{i}(\mathbf{y})=\left(\operatorname{act}_{n_{1}}\left(y_{1}\right), \ldots, \operatorname{act}_{n_{(i)}}\left(y_{\langle i\rangle}\right)\right)^{T}$ for any input $\mathbf{y}=\left(y_{1}, \ldots, y_{\langle i\rangle}\right)^{T} \in \mathbb{R}^{(i)}$. A frequently used activation function is the Rectified Linear Unit (ReLU), defined as $\operatorname{ReLU}(x)=\max (0, x)$ for $x \in \mathbb{R}$. An example FNN is shown in Figure 1.

For an input $\mathbf{x}_{1}=\left(x_{1}, \ldots, x_{\langle 1\rangle}\right) \in \mathbb{R}^{\langle 1\rangle}$, the state $\mathbf{x}_{i}$ of each non-input layer $l_{i}$ is defined recursively as

$$
\begin{equation*}
\mathbf{x}_{i}=\operatorname{act}_{i}\left(\mathbf{W}_{i} \mathbf{x}_{i-1}+\mathbf{b}_{i}\right) . \tag{1}
\end{equation*}
$$

Thus an FNN can be seen as a function $f: \mathbb{R}^{\langle 1\rangle} \rightarrow \mathbb{R}^{\langle k\rangle}$, assigning to each input the output layer's state, which we call the output. For a given FNN and a set $\mathscr{R}_{1}$ of possible inputs, the FNN reachability problem is the problem to compute all possible states for each of the layers $1<i \leq k[54]$ :

$$
\begin{equation*}
\mathscr{R}_{i}=\left\{\operatorname{act}_{i}\left(\mathbf{W}_{i} \mathbf{x}_{i-1}+\mathbf{b}_{i}\right) \mid \mathbf{x}_{i-1} \in \mathscr{R}_{i-1}\right\} . \tag{2}
\end{equation*}
$$

Solving the FNN reachability problem allows us to check properties of interest, e.g. safety properties (whether the output set is disjoint from a set of unsafe outputs) or stability (whether the distance between possible outputs is below a threshold for a given input set).

In this work, as input set we consider convex polyhedra $\mathscr{R}_{1}=\left\{\mathbf{x} \in \mathbb{R}^{\langle 1\rangle} \mid \mathbf{A x} \leq \mathbf{c}\right\}$ for some $m \in \mathbb{N}_{\geq 1}$, $\mathbf{A} \in \mathbb{R}^{m \times\langle 1\rangle}$ and column vector $\mathbf{c} \in \mathbb{R}^{m}$.

### 2.2 Stars

To compute $\mathscr{R}_{i}$ via Equation 2, the two main operations that need to be applied on state sets are the activation function $\mathbf{a c t}_{i}$ and affine transformations using the weights $\mathbf{W}_{i}$ and biases $\mathbf{b}_{i}$ of the layer $i$. For implementing these calculations efficiently, different state set representations have been proposed [48]. Under these, star sets (or short stars) turned out to be exceptionally good candidates, for their efficient handling of affine transformations and half-space intersections (see Propositions 2.2, 2.3 and 2.4.

For any $n, m \in \mathbb{N}$, an $(n, m)$-dimensional star is a tuple $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ of (i) a center $\mathbf{c} \in \mathbb{R}^{n}$, (ii) a generator matrix $\mathbf{V} \in \mathbb{R}^{n \times m}$ whose columns $\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{(m)} \in \mathbb{R}^{n}$ are called the basis vectors or generators and (iii) a predicate $P \subseteq \mathbb{R}^{m}$. The star $\theta$ represents the set $[\theta]=\left\{\mathbf{c}+\sum_{j=1}^{m}\left(\alpha_{j} \mathbf{v}^{(j)}\right) \mid\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{T} \in P\right\}$.

As in [54], we restrict $P$ to be a convex polyhedron $P=\left\{\alpha \in \mathbb{R}^{m} \mid \mathbf{C} \alpha \leq \mathbf{d}\right\}$ for some $p \in \mathbb{N}$, $\mathbf{C} \in \mathbb{R}^{p \times m}$ and $\mathbf{d} \in \mathbb{R}^{p}$. The following star properties, whose proofs are included in Appendix A.1, will be used to solve the FNN reachability problem.
Proposition 2.1 (Convex polyhedra). For any $m, p \in \mathbb{N}, \mathbf{C} \in \mathbb{R}^{p \times m}$ and $\mathbf{d} \in \mathbb{R}^{p}$, the convex polyhedron $\mathscr{P}=\left\{\mathbf{x} \in \mathbb{R}^{m} \mid \mathbf{C x} \leq \mathbf{d}\right\}$ can be represented by a star.
Proposition 2.2 (Affine transformation). Assume an ( $n, m$ )-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ and let $\mathbf{W} \in$ $\mathbb{R}^{k \times n}$ and $\mathbf{b} \in \mathbb{R}^{k}$. Then the affine transformation $\{\mathbf{W} \mathbf{x}+\mathbf{b} \mid \mathbf{x} \in[\theta]\}$ of $[\theta]$ is represented by $\bar{\theta}=\langle\overline{\mathbf{c}}, \overline{\mathbf{V}}, P\rangle$ with $\overline{\mathbf{c}}=\mathbf{W} \mathbf{c}+\mathbf{b}$ and $\overline{\mathbf{V}} \in \mathbb{R}^{k \times m}$ with columns $\mathbf{W} \mathbf{v}^{(1)}, \ldots, \mathbf{W v}^{(m)}$.
Proposition 2.3 (Intersection with halfspace). Assume an ( $n, m$ )-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ and a half-space $\mathscr{H}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{h}^{T} \mathbf{x} \leq g\right\}$ with some $\mathbf{h} \in \mathbb{R}^{n}$ and $g \in \mathbb{R}$. Then the intersection $[\theta] \cap \mathscr{H}$ is represented by the star $\bar{\theta}=\left\langle\mathbf{c}, \mathbf{V}, P \cap P^{\prime}\right\rangle$ with $P^{\prime}=\left\{\alpha \in \mathbb{R}^{m} \mid\left(\mathbf{h}^{T} \mathbf{V}\right) \alpha \leq g-\mathbf{h}^{T} \mathbf{c}\right\}$.
Proposition 2.4 (Emptiness check). A star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ is empty if and only if $P$ is empty.
Proposition 2.5 (Bounding box). Assume an $(n, m)$-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ with $\mathbf{c}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)^{T}$, and let $\mathbf{V}_{(i)}$ be the $i^{t h}$ row of $\mathbf{V}$. Let furthermore $B=\left\{\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n} \mid \bigwedge_{i=1}^{n} l b_{i} \leq x_{i} \leq u b_{i}\right\}$ with $l b_{i}=\mathbf{c}_{i}+\min _{\alpha \in P} \mathbf{V}_{(i)} \alpha$ and $u b_{i}=\mathbf{c}_{i}+\max _{\alpha \in P} \mathbf{V}_{(i)} \alpha$ for $i=1, \ldots, n$. Then $[\theta] \subseteq B$.

### 2.3 Reachability Analysis for FNNs with ReLUs

Next, we present two algorithms proposed in [54] to solve the reachability problem for FNNs with the ReLU activation function for bounded polyhedral input sets. The first algorithm is exact and thus complete, whereas the second algorithm over-approximates reachability. We note that alongside ReLU, [57] includes some other activation functions but no complete formalizations were available. In Section 3 , we will extend these algorithms to support further and more general piece-wise linear activation functions and unbounded input sets.

## Exact Analysis

The exact algorithm first constructs a star from the input set which is required to be a polyhedron (see Proposition 2.1). Then, correspondingly to Equation 2 it propagates the star through the network, layer-by-layer, until we get the output set $\mathscr{R}_{k}$. This propagation involves two main operations.
(1) For each non-input layer $i$ and each star representing possible states of the previous layer, to compute the reachable states of layer $i$, we first apply an affine transformation on the star, using the weight matrix $\mathbf{W}_{i}$ and the bias vector $\mathbf{b}_{i}$. Thus, from a star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ we obtain a new star $\theta^{\prime}=\left\langle\mathbf{c}^{\prime}, \mathbf{V}^{\prime}, P\right\rangle$ with $\mathbf{c}^{\prime}=$ $\mathbf{W}_{i} \mathbf{c}+\mathbf{b}_{i}$ and $\mathbf{V}^{\prime}=\mathbf{W}_{i} \mathbf{V}$ (see Proposition 2.2). Note that during the affine transformation the predicate does not change.
(2) Then the non-linear activation function is applied on the intermediate star $\theta^{\prime}$ dimension-wise to represent $\mathscr{R}_{i}=\mathbf{a c t}_{n_{(i\rangle}}\left(\ldots \operatorname{act}_{n_{1}}\left(\left[\theta^{\prime}\right]\right) \ldots\right)$, where, $n_{1}, \ldots, n_{\langle i\rangle}$ are the neurons in layer $i$. Since we consider the $\operatorname{ReLU}$ activation function, the $\operatorname{act}_{n_{j}}(\cdot)$ operation at neuron $n_{j}$ is defined as $\operatorname{ReLU}\left(x_{j}\right)=\max \left(0, x_{j}\right)$; instead of $\operatorname{act}_{n_{j}}(\cdot)$ we also write $\mathbf{a c t}_{j}^{\mathrm{R}}(\cdot)$ to denote that the ReLU function is applied in dimension $j$ (i.e. at the $j$ th neuron of a layer). To compute $\operatorname{act}_{j}^{\mathrm{R}}(\theta)$ for a $\operatorname{star} \theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$, the star $\theta$ is decomposed into two stars $\theta_{1}=\left\langle\mathbf{c}, \mathbf{V}, P_{1}\right\rangle$ and $\theta_{2}=\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$ such that $\left[\theta_{1}\right]=[\theta] \cap\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{j}<0\right\}$ and $\left[\theta_{2}\right]=[\theta] \cap\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{j} \geq 0\right\}$ (see Proposition 2.3). On the negative branch, i.e., when $x_{j}<0$, the ReLU function sets the corresponding values to zero. Thus all the resulting elements of the star $\theta_{1}$ should have the value zero in dimension $j$. It affects the star as a projection to 0 in dimension $j$. We can obtain this result by applying the mapping matrix $\mathbf{M}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{j-1}, \mathbf{0}, \mathbf{e}_{j+1}, \ldots \mathbf{e}_{n}\right]$ on $\theta_{1}$, where $\mathbf{e}_{i} \in \mathbb{R}^{n}$ is the $i$ th $n$-dimensional unit vector (with 1 at position $i$ and 0 s otherwise). On the positive branch $x_{j} \geq 0$, the ReLU function does not change the set elements of $\theta_{2}$. Thus, the application of ReLU results in the union of two stars $\mathbf{a c t}_{j}^{\mathrm{R}}(\theta)=\left\langle\mathbf{M c}, \mathbf{M V}, P_{1}\right\rangle \cup\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$. Note that if the values in $[\theta]$ in the given dimension $j$ are purely positive or purely negative, then the result of $\operatorname{act}_{j}^{\mathrm{R}}(\theta)$ is just a single star.

## Over-approximate Analysis

While the exact algorithm is complete, it suffers from scalability issues since the number of stars grows during the analysis exponentially with the number of neurons. To tackle this problem, one solution is to side-step to over-approximative computations, which makes the analysis more scalable, however, it sacrifices the completeness of the method.

The over-approximate method from [54] also builds on Equation 2, but the application of the activation functions is different: the original $\operatorname{act}{ }_{j}^{\mathrm{R}}(\cdot)$ operation is replaced by an over-approximating $\overline{\operatorname{act}}_{j}^{\mathrm{R}}(\cdot)$ which produces only a single star as output as follows. A new variable $\alpha_{m+1}$ and three more constraints are added to the predicate $P$ of the star, with the purpose of capturing the over-approximation of the ReLU function at neuron $n_{j}$ (see Figure 2).

The three new constraints are: $\alpha_{m+1} \geq 0, \alpha_{m+1} \geq x_{j}$, and $\alpha_{m+1} \leq \frac{u\left(x_{j}-l\right)}{u-l}$, where $l$ and $u$ are the lower and upper bounds, respectively, for variable $x_{j}$ in $[\theta]$ (see Proposition 2.5). Finally, since we want the variable $\alpha_{m+1}$ to hold the over-approximation of $x_{j}$, after introducing the new variable and constraints to the predicate, we need to update the center $\mathbf{c}$ and basis $\mathbf{V}$ of the star $\theta$ correspondingly. First, the old values of $x_{j}$ are projected out using the mapping matrix $\mathbf{M}=$ $\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{j-1}, \mathbf{0}, \mathbf{e}_{j+1}, \ldots \mathbf{e}_{n}\right]$. Then, a new generator vector $\mathbf{e}_{j}$ is added to the basis, to link $x_{j}$ to $\alpha_{m+1}$.

Formally, for an $(n, m)$-dimensional star $\theta=$ $\langle\mathbf{c}, \mathbf{V}, P\rangle$ we define $\overline{\operatorname{art}}_{j}^{\mathrm{R}}(\theta)=\langle\overline{\mathbf{c}}, \overline{\mathbf{V}}, \bar{P}\rangle$, where $\overline{\mathbf{c}}=\mathbf{M c}$,


Figure 2: Relaxation of the ReLU function with $\lambda=\frac{u}{u-l}$ and $\mu=-\frac{l u}{u-l}$ [49]. Dark lines represent the exact set, the light area shows the approximate set. $\overline{\mathbf{V}}=\left[\mathbf{M v}^{(1)}, \mathbf{M v}^{(2)}, \ldots, \mathbf{M v}^{(m)}, \mathbf{e}_{j}\right]$ and $\bar{P}=\left\{\left(\alpha_{1}, \ldots, \alpha_{m+1}\right) \in \mathbb{R}^{m+1} \mid\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in P \wedge \alpha_{m+1} \geq 0 \wedge\right.$ $\left.\alpha_{m+1} \geq x_{j} \wedge \alpha_{m+1} \leq \frac{u\left(x_{j}-l\right)}{u-l}\right\}$.

In case $l \geq 0$ or $u \leq 0$, the introduction of a new variable is not necessary and we can proceed in a similar way as in the exact case, i.e., for positive domain we keep the set as it is, for negative domain we project out the variable $x_{j}$. Note that this over-approximation method is the least conservative that we can achieve using convex, linear constraints.

## 3 FNN Reachability Analysis for Piece-wise Linear Activation Functions

Neural networks offer flexibility in choosing different activation functions. In this work, we present the extension of the reachability analysis algorithm to implement the leaky rectified linear unit (leaky ReLU), hard hyperbolic tangent (HardTanh), hard sigmoid (HardSigmoid), and unit step activation functions. Below we define each of these functions and their application to a given star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$.

### 3.1 Unbounded Input Sets

During the analysis of an FNN, it may happen that one or more variables $x_{j}$ of a star $\theta$ become unbounded. That is, it has no lower bound (i.e., $l=-\infty$ ) or it has no upper bound (i.e., $u=\infty$ ). In the following, we present how to handle unbounded input sets as well.

Essentially, the exact reachability analysis of any piece-wise linear activation function presented in this paper does not change in case of unbounded input sets. The same steps are applied as per the exact analysis of bounded sets, i.e., (1) splitting the input set into multiple subsets based on the cases of the activation function, and (2) applying the corresponding transformations for each subset.

Conversely, in case of unbounded input, the over-approximate analysis does work differently, since the convex relaxations presented for bounded input need to be changed. In the rest of this paper, for each activation function, we show how the convex relaxations can be adjusted to achieve the tightest possible relaxation in case of unbounded inputs. Note that we distinguish for each function three cases of unboundedness of a variable $x_{j}$, either it has no lower bound ( $l=-\infty$ and $u \in \mathbb{R}$ ), it has no upper bound $(l \in \mathbb{R}$ and $u=\infty)$, or it has neither of the bounds ( $l=-\infty$ and $u=\infty$ ).

Our implementation currently does not support unbounded input sets, so the presented methods for unbounded inputs are only theoretical results. Furthermore, the evaluated benchmarks also do not utilize unbounded sets.

### 3.2 Leaky ReLU Layer

Due to the dead neuron problem [10, 42] caused by the ReLU function, its alternative, the leaky ReLU function proposed by Mass et al.[37], is used in many applications.

Definition 3.1 (Leaky ReLU [65]). The leaky ReLU activation function with scaling parameter $\gamma \in$ $(0,1) \subset \mathbb{R}$ is defined for each $x \in \mathbb{R}$ as

$$
\operatorname{LeakyReLU}(x)=\max (\gamma \cdot x, x)= \begin{cases}x & \text { if } x>0  \tag{3}\\ \gamma \cdot x & \text { otherwise } .\end{cases}
$$

## Exact Analysis

The application of the leaky ReLU activation function is similar to the previously presented algorithm for the ReLU activation function, but they handle the negative inputs differently: While the ReLU function completely projects the input to zero, the leaky ReLU just scales the input down by $\gamma \in(0,1)$. Thus, the application $\operatorname{act}_{j}^{\mathrm{L}}(\theta)$ of leaky ReLU on a star $\theta$ can be computed as follows. First we split the star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ into two subsets $\theta_{1}=\left\langle\mathbf{c}, \mathbf{V}, P_{1}\right\rangle$ and $\theta_{2}=\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$ with negative resp. non-negative $x_{j}$-values. Then we apply the corresponding transformations for both subsets. As previously, in the case of the positive subset $\theta_{2}$, no transformation is needed, since the leaky ReLU acts as an identity function for positive inputs. However, in case of the negative subset $\theta_{1}$, we apply the scaling matrix $\mathbf{M}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \gamma \mathbf{e}_{j}, \ldots \mathbf{e}_{n-1}, \mathbf{e}_{n}\right]$. Thus, the final result of the $\mathbf{a c t}_{j}^{\mathrm{L}}(\cdot)$ operation at neuron $n_{j}$ is the union of two stars: $\mathbf{a c t}_{j}^{\mathrm{L}}(\theta)=\left\langle\mathbf{M c}, \mathbf{M V}, P_{1}\right\rangle \cup\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$. The same observations apply here, that if the domain of a variable $x_{j}$ is only negative (i.e., $u \leq 0$ ) or only positive (i.e., $l \geq 0$ ), the final result of the act $_{j}^{\mathrm{L}}(\cdot)$ operation is a single star: either $\theta_{1}=\left\langle\mathbf{M c}, \mathbf{M V}, P_{1}\right\rangle$ or $\theta_{2}=\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$.

## Over-approximate Analysis

The over-approximate analysis of the leaky ReLU is also similar to the one for ReLU. For bounded inputs, correspondingly to the Planet relaxation [49], we also try to find an enclosing triangle, which is the tightest convex, linear relaxation that we can achieve for leaky ReLUs (see Figure 3). The three constraints on the freshly introduced variable $\alpha_{m+1}$ are the following: (1) $\alpha_{m+1} \geq \gamma \cdot x_{j}$, (2) $\alpha_{m+1} \geq x_{j}$, and (3) $\alpha_{m+1} \leq \frac{u-\gamma \cdot l}{u-l} x_{j}+\frac{u \cdot \cdot \cdot(\gamma-1)}{u-l}$. At this point, the result of the $\overline{\mathbf{a c t}}_{j}^{\mathrm{L}}(\cdot)$ operation is a single star set with one more variable and three more constraints than the original input star. It is important to note: if the domain of variable $x_{j}$ is fully positive (i.e., $l \geq 0$ ) or fully negative (i.e., $u \leq 0$ ), then the resulting star is the same as described for the exact approach. On the other hand, when there is an unbounded input set $\theta$, three cases are


Figure 3: Relaxation for the leaky ReLU function. The dark line shows the exact set and the light area the approximate set. In the figure, $\lambda=\frac{u-\gamma \cdot l}{u-l}$ and $\mu=\frac{u \cdot l \cdot(\gamma-1)}{u-l}$. distinguished: (1) $x_{j} \in(-\infty, u)$, (2) $x_{j} \in(l, \infty)$, and (3) $x_{j} \in(-\infty, \infty)$. The analysis for unbounded input is similar to the bounded case but the introduced constraints change, as visualized in Figure 4 . Note that these are the tightest linear, convex relaxations that can be achieved.


Figure 4: Convex relaxations of the leaky ReLU function with three cases of an unbounded input set.

### 3.3 Hard Tanh Layer

The hard hyperbolic tangent function, commonly known as the hard tanh function, is a linearized variant of the hyperbolic tangent activation function. In our work, we have generalized this function by introducing the parameters $V_{\min }$ and $V_{\max }$, which replace the original values of -1 and 1 , respectively [ 8$]$. This modification allows us to flexibly adapt the function according to our specific needs and requirements.
Definition 3.2 (Hard Hyperbolic Tangent). The hard hyperbolic tangent (HardTanh) activation function with parameters $V_{\min } \in \mathbb{R}$ and $V_{\max } \in \mathbb{R}_{\geq V_{\text {min }}}$ is defined for each $x \in \mathbb{R}$ by

$$
\operatorname{HardTanh}(x)= \begin{cases}V_{\min } & \text { if } x<V_{\min }  \tag{4}\\ x & \text { if } V_{\min } \leq x \leq V_{\max } \\ V_{\max } & \text { if } x>V_{\max }\end{cases}
$$

## Exact Analysis

For the analysis of FNNs with the hard tanh activation function at neuron $n_{j}$, which we denote as $\operatorname{act}{ }_{j}^{\mathrm{H}}(\cdot)$, we split the result of the affine transformation $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ into three subsets: $\theta_{1}=\left\langle\mathbf{c}, \mathbf{V}, P_{1}\right\rangle$ is the intersection of $\theta$ with the hyperplanes $V_{\min } \leq x_{j} \leq V_{\max }, \theta_{2}=\left\langle\mathbf{c}, \mathbf{V}, P_{2}\right\rangle$ with $x_{j}<V_{\min }$ and $\theta_{3}=\left\langle\mathbf{c}, \mathbf{V}, P_{3}\right\rangle$ with $x_{j}>V_{\max }$ (see Proposition 2.3).

According to Equation 4, act ${ }_{j}^{\mathrm{H}}(\cdot)$ leaves the elements of $\theta_{1}$ unchanged since $x_{j}$ is in the range between $V_{\min }$ and $V_{\max }$. For $\theta_{2}$, all of its elements get the value $V_{\min }$ in dimension $j$ since $x_{j}<V_{\min }$, hence, we project the star onto $V_{\min }$ in the dimension $j$. To achieve this result, we apply the mapping matrix $\mathbf{M}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{j-1}, \mathbf{0}, \mathbf{e}_{j+1}, \ldots \mathbf{e}_{n}\right]$. Additionally, we set the $j^{\text {th }}$ dimension of the center to $V_{\min }$ by adding the shifting vector $\mathbf{s}_{\text {min }}=\left[0, \ldots, V_{\text {min }}, \ldots, 0\right]^{\top}$ to the center. For $\theta_{3}$, we do the same by mapping the set with the mapping matrix, but instead, we set the center to $V_{\max }$ by adding the shifting vector $\mathbf{s}_{\max }=$ $\left[0, \ldots, V_{\max }, \ldots, 0\right]^{\top}$ to it. Thus, we project the star onto $V_{\max }$ in the dimension $j$. Accordingly, the $\operatorname{act}_{j}^{\mathrm{H}}(\theta)$ operation at neuron $j$ results in the union of three star sets: $\mathbf{a c t}_{j}^{\mathrm{H}}(\cdot)=\left\langle\mathbf{c}, \mathbf{V}, P_{1}\right\rangle \cup\left\langle\mathbf{M c}+\mathbf{s}_{\text {min }}, \mathbf{M V}, P_{2}\right\rangle \cup$ $\left\langle\mathbf{M c}+\mathbf{s}_{\text {max }}, \mathbf{M V}, P_{3}\right\rangle$.

Note that some of the intersections of the input star $\theta$ with the halfspaces $V_{\min } \leq x_{j} \leq V_{\max }, x_{j}<V_{\min }$, and $x_{j}>V_{\max }$ may be empty (see Proposition 2.4). In that case, we can spare the computation for the empty subsets, and continue the reachability analysis only with the non-empty resulting stars.

## Over-approximate Analysis

In the over-approximate analysis, the $\overline{\operatorname{act}}_{j}^{\mathrm{H}}(\theta)$ operation should yield a single star set. Thus we aim to find an enclosing triangle or trapezoid, which is the tightest convex, linear relaxation that we can achieve for hard tanh. For bounded inputs, we make a case distinction. If the lower bound (in the bounding box


Figure 5: Relaxation for the hard tanh function. The dark line shows the exact set (non-convex) and the light area the approximate set (convex and linear).
of $\theta$ in dimension $j$, see Proposition 2.5) is less than $V_{\min }$, and the upper bound is between $V_{\min }$ and $V_{\max }$, the three constraints on the newly introduced variable $\alpha_{m+1}$ are the following: (1) $\alpha_{m+1} \geq x_{j}$, (2) $\alpha_{m+1} \geq V_{\min }$ and (3) $\alpha_{m+1} \leq \frac{u_{j}-V_{\min }}{u_{j}-l_{j}} \cdot x_{j}-\frac{u_{j} \cdot\left(l_{j}-V_{\min }\right)}{u_{j}-l_{j}}$. For the opposite case, we introduce the new variable $\alpha_{m+1}$ and three constraints: (1) $\alpha_{m+1} \leq V_{\max }$, (2) $\alpha_{m+1} \leq x_{j}$ and (3) $\alpha_{m+1} \geq-\frac{l_{j}-V_{\max }}{u_{j}-l_{j}} \cdot x_{j}-\frac{l_{j} \cdot\left(V_{\max }-u_{j}\right)}{u_{j}-l_{j}}$. When the star is over $V_{\min }$ and $V_{\max }$ (i.e., $l<V_{\min } \wedge u>V_{\max }$ ), we introduce the new variable $\alpha_{m+1}$ and four additional constraints: (1) $\alpha_{m+1} \geq V_{\min }$, (2) $\alpha_{m+1} \leq V_{\max }$, (3) $\alpha_{m+1} \leq \frac{V_{\max }-V_{\min }}{V_{\max }-l_{j}} \cdot x_{j}-\frac{V_{\max } \cdot\left(l_{j}-V_{\min }\right)}{V_{\max }-l_{j}}$ and (4) $\alpha_{m+1} \geq \frac{V_{\text {min }}-V_{\text {max }}}{V_{\text {min }}-u_{j}} \cdot x_{j}-\frac{V_{\text {min }} \cdot\left(V_{\text {max }}-u_{j}\right)}{V_{\min }-u_{j}}$.

It is important to highlight that when the domain of variable $x_{j}$ is between $V_{\min }$ and $V_{\max }$, less than $V_{\min }\left(\right.$ i.e., $u<V_{\min }$ ) or greater than $V_{\max }$ (i.e., $l>V_{\max }$ ), the result is again a single star and is computed the same way as described in the exact approach.

Furthermore, when dealing with an unbounded input set $\theta$ we distinguish three cases, as mentioned earlier. These cases are as follows: (1) $x_{j} \in(-\infty, u)$, (2) $x_{j} \in(l, \infty)$, and (3) $x_{j} \in(-\infty, \infty)$. The cases (1) and (2) are again divided into two sub-cases, hence we obtain five different cases, each one presented in Table 1, coupled with the corresponding constraints and illustrations.

### 3.4 Hard Sigmoid Layer

The hard sigmoid activation function is a linearized variant of the sigmoid function. Since the hard sigmoid function has different variants in use [52, 2, 40], we generalize it by adding parameters.

Definition 3.3 (Hard Sigmoid Function). The hard sigmoid (HardSigmoid) function with parameters $V_{\text {min }} \in \mathbb{R}$ and $V_{\text {max }} \in \mathbb{R}_{\geq V_{\text {min }}}$ is defined for each $x \in \mathbb{R}$ by

$$
\operatorname{HardSigmoid}(x)= \begin{cases}0 & \text { if } x \leq V_{\min }  \tag{5}\\ \frac{1}{V_{\max }-V_{\min }} \cdot x+\frac{V_{\min }}{V_{\min }-V_{\max }} & \text { if } V_{\min }<x<V_{\max } \\ 1 & \text { if } x \geq V_{\max }\end{cases}
$$

| Domain of $x_{j}$ | Introduced constraints | Graphical illustration |
| :---: | :---: | :---: |
| $l=-\infty \wedge u \in\left[V_{\min }, V_{\max }\right]$ | $\begin{aligned} & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \geq x_{j} \\ & \alpha_{m+1} \leq u_{j} \end{aligned}$ |  |
| $l=-\infty \wedge u>V_{\max }$ | $\begin{aligned} & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq V_{\max } \\ & \alpha_{m+1} \geq \frac{V_{\min }-V_{\max }}{V_{\min }-u_{j}} \cdot x_{j}-\frac{V_{\min } \cdot\left(V_{\max }-u_{j}\right)}{V_{\min }-u_{j}} \end{aligned}$ |  |
| $l \in\left[V_{\min }, V_{\max }\right] \wedge u=\infty$ | $\begin{aligned} \alpha_{m+1} & \leq V_{\max } \\ \alpha_{m+1} & \leq x_{j} \\ \alpha_{m+1} & \geq l_{j} \end{aligned}$ |  |
| $l<V_{\min } \wedge u=\infty$ | $\begin{aligned} & \alpha_{m+1} \leq V_{\max } \\ & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq \frac{V_{\max }-V_{\min }}{V_{\max }-l_{j}} \cdot x_{j}-\frac{V_{\max } \cdot\left(l_{j}-V_{\min }\right)}{V_{\max }-l_{j}} \end{aligned}$ |  |
| $l=-\infty \wedge u=\infty$ | $\begin{aligned} & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq V_{\max } \end{aligned}$ |  |

Table 1: Approximation rules for the hard tanh function, when the input is unbounded. We distinguish five cases in total, for each we show the case itself, the introduced constraints and a graphical illustration.

## Exact Analysis

The analysis of the hard sigmoid works similarly to the one of the hard tanh function. The difference is that instead of the star remaining the same in the range between $V_{\min }$ and $V_{\max }$, we scale the star according to Equation 5. To compute $\operatorname{act}_{j}^{\mathrm{S}}(\theta)$, the star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ is partitioned into three subsets $\theta_{1}, \theta_{2}$ and $\theta_{3}$, covering the partitions with $V_{\min }<x_{j}<V_{\max }, x_{j} \leq V_{\min }$ respectively $x_{j} \geq V_{\max }$. We scale $\theta_{1}$ by applying the scaling matrix $\mathbf{M}_{s c}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \frac{1}{V_{\max }-V_{\text {min }}} \mathbf{e}_{j}, \ldots \mathbf{e}_{n-1}, \mathbf{e}_{n}\right]$ and shift the center with the translation vector $\mathbf{s}_{s c}=\left[0, \ldots, \frac{V_{\min }}{V_{\min }-V_{\max }}, \ldots, 0\right]^{\top}$. Furthermore, the elements of $\theta_{2}$ are set to zero in dimension $j$ by applying the mapping matrix $\mathbf{M}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{j-1}, \mathbf{0}, \mathbf{e}_{j+1}, \ldots \mathbf{e}_{n}\right]$. Finally, the elements of $\theta_{3}$ are set to one by using the same projection $\mathbf{M}$, plus setting the center to one by the shifting vector $\mathbf{s}_{\text {one }}=[0, \ldots, 1, \ldots, 0]^{\top}$. Consequently, the result is the union of three stars: $\boldsymbol{a c t}_{j}^{\mathrm{S}}(\theta)=$ $\left\langle\mathbf{M}_{s c} \mathbf{c}+\mathbf{s}_{s c}, \mathbf{M}_{s c} \mathbf{V}, P_{1}\right\rangle \cup\left\langle\mathbf{M c}, \mathbf{M V}, P_{2}\right\rangle \cup\left\langle\mathbf{M c}+\mathbf{s}_{\text {one }}, \mathbf{M V}, P_{3}\right\rangle$.

Again, when intersecting the star $\theta$ with $V_{\min }<x_{j}<V_{\max }, x_{j} \leq V_{\min }$ respectively $x_{j} \geq V_{\max }$, certain resulting subsets may become empty (see 2.4) and thus their further processing can be omitted.


Figure 6: Relaxation for the hard tanh function. The dark line shows the exact set (non-convex) and the light area the approximate set (convex and linear).

## Over-approximate Analysis

Using the over-approximate analysis of hard sigmoid, we consider cases where a convex triangle or trapezoid is applicable based on the input. The $\overline{\mathbf{a c t}}_{j}^{\mathrm{S}}(\theta)$ operation introduces a new variable $\alpha_{m+1}$ regardless of which case occurs.

If the lower bound is less than $V_{\min }$ and the upper bound is between $V_{\min }$ and $V_{\max }$, then three new constraints are introduced: (1) $\alpha_{m+1} \geq 0$, (2) $\alpha_{m+1} \geq \frac{1}{V_{\max }-V_{\text {min }}} \cdot x_{j}+\frac{V_{\text {min }}}{V_{\max }-V_{\min }}$, and (3) $\alpha_{m+1} \leq \frac{u \cdot\left(x_{j}-l\right)}{u-l}$. In the dual scenario when the lower bound is between $V_{\min }$ and $V_{\max }$ while the upper bound exceeds $V_{\max }$, we encounter the constraints: (1) $\alpha_{m+1} \leq 1$, (2) $\alpha_{m+1} \leq \frac{1}{V_{\max }-V_{\text {min }}} \cdot x_{i}-\frac{V_{\min }}{V_{\max }-V_{\min }}$, and (3) $\alpha_{m+1} \geq \frac{l-1}{l-u} \cdot x_{j}+$ $\frac{l \cdot(1-u)}{l-u}$. Lastly, when in dimension $j$ the star is between $V_{\min }$ and $V_{\max }$, then we introduce four constraints: (1) $\alpha_{m+1} \leq 1$, (2) $\alpha_{m+1} \geq 0$, (3) $\alpha_{m+1} \leq \frac{1}{V_{\max -l}} \cdot x_{j}-\frac{l}{V_{\max }-l}$, and (4) $\alpha_{m+1} \geq \frac{1}{V_{\min -u}} \cdot x_{j}-\frac{V_{\min }}{u-V_{\min }}$. It is important to highlight that when the domain of variable $x_{j}$ is between $V_{\min }$ and $V_{\max }$, less than $V_{\min }$ (i.e., $u \leq V_{\min }$ ) or greater than $V_{\max }$ (i.e., $l \geq V_{\max }$ ), the resulting stars remain the same as described in the exact approach.

Furthermore, when dealing with an unbounded input set $\theta$ we distinguish three cases, as mentioned earlier. These cases are as follows: (1) $x_{j} \in(-\infty, u)$, (2) $x_{j} \in(l, \infty)$, and (3) $x_{j} \in(-\infty, \infty)$. The cases (1) and (2) are again divided into two sub-cases, hence we obtain five different cases, each one presented in Table 2, coupled with the corresponding constraints and illustrations.

### 3.5 Unit Step Function Layer

The unit step activation function (also called the heaviside function) is widely used in neural networks. In this work, we generalize the unit step function, by introducing three parameters with commonly used values val $=0, R_{\min }=0$, and $R_{\max }=1$.
Definition 3.4 (Unit Step [15]). The unit step function with separator val $\in \mathbb{R}$, lower limit $R_{\min } \in \mathbb{R}$ and upper limit $R_{\max } \in \mathbb{R}_{\geq R_{\text {min }}}$ is defined for each $x \in \mathbb{R}$ by

$$
\text { UnitStep }(x)= \begin{cases}R_{\min } & \text { if } x<v a l  \tag{6}\\ R_{\max } & \text { if } x \geq \text { val } .\end{cases}
$$

## Exact Analysis

The result $\operatorname{act}_{j}^{\mathrm{U}}(\theta)$ of applying unit step on a star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ in dimension $j$ is obtained as follows. First, $\theta$ is decomposed into two parts $\theta_{1}$ and $\theta_{2}$ that result from the intersection of $\theta$ with $x_{j}<v a l$ resp. $x_{j} \geq v a l$. Then, the values in the $j$ th dimension are set to $R_{\min }$ and $R_{\max }$, respectively in the stars $\theta_{1}$ and $\theta_{2}$.

| Domain of $x_{j}$ | Introduced constraints | Graphical illustration |
| :---: | :---: | :---: |
| $l=-\infty \wedge u \in\left[V_{\min }, V_{\max }\right]$ | $\begin{aligned} \alpha_{m+1} & \geq V_{\min } \\ \alpha_{m+1} & \geq x_{j} \\ \alpha_{m+1} & \leq u_{j} \end{aligned}$ |  |
| $l=-\infty \wedge u>V_{\max }$ | $\begin{aligned} & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq V_{\max } \\ & \alpha_{m+1} \geq \frac{V_{\min }-V_{\max }}{V_{\min }-u_{j}} \cdot x_{j}-\frac{V_{\min } \cdot\left(V_{\max }-u_{j}\right)}{V_{\min }-u_{j}} \end{aligned}$ |  |
| $l \in\left[V_{\min }, V_{\max }\right] \wedge u=\infty$ | $\begin{aligned} \alpha_{m+1} & \leq V_{\max } \\ \alpha_{m+1} & \leq x_{j} \\ \alpha_{m+1} & \geq l_{j} \end{aligned}$ |  |
| $l<V_{\min } \wedge u=\infty$ | $\begin{aligned} & \alpha_{m+1} \leq V_{\max } \\ & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq \frac{V_{\max }-V_{\min }}{V_{\max }-l_{j}} \cdot x_{j}-\frac{V_{\max } \cdot\left(l_{j}-V_{\min }\right)}{V_{\max }-l_{j}} \end{aligned}$ |  |
| $l=-\infty \wedge u=\infty$ | $\begin{aligned} & \alpha_{m+1} \geq V_{\min } \\ & \alpha_{m+1} \leq V_{\max } \end{aligned}$ |  |

Table 2: Approximation rules for hard sigmoid, when the input is unbounded. In total, we distinguish five cases, for each we show the case itself, the introduced constraints and a graphical illustration.

We achieve this by using the projection matrix $\mathbf{M}=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{j-1}, \mathbf{0}, \mathbf{e}_{j+1}, \ldots \mathbf{e}_{n}\right]$ and translation vectors $\mathbf{s}_{\text {min }}=\left[0, \ldots, R_{\text {min }}, \ldots, 0\right]^{\top}$ and $\mathbf{s}_{\text {max }}=\left[0, \ldots, R_{\text {min }}, \ldots, 0\right]^{\top}$. The resulting stars are $\left\langle\mathbf{M c}+\mathbf{s}_{\text {min }}, \mathbf{M V}, P_{1}\right\rangle$ and $\left\langle\mathbf{M c}+\mathbf{s}_{\text {max }}, \mathbf{M V}, P_{2}\right\rangle$. Note that if the domain $(l, u)$ of $x_{j}$ does not contain the value val , then the case splitting is not necessary and only one of the stars is the final result, correspondingly to the non-empty intersection with one of the halfspaces.

## Over-approximate Analysis

The over-approximate computation of the unit step function uses a linear, convex trapezoid as shown in Figure 7. which is again the tightest over-approximation that we can achieve. The $\overline{\operatorname{act}}_{j}^{\mathrm{U}}(\theta)$ operation also introduces a new variable $\alpha_{m+1}$ and, in this case, four new constraints, which define the trapezoid. The four constraints are as follows: (1) $\alpha_{m+1} \geq R_{\min }$, (2) $\alpha_{m+1} \leq R_{\max }$, (3) $\alpha_{m+1} \leq \frac{R_{\max }-R_{\text {min }}}{\mathrm{val}-\mathrm{l}} \cdot x_{j}+\frac{\mathrm{val} \cdot \mathrm{R}_{\text {min }}-l \cdot R_{\text {max }}}{\text { val-l }}$, and (4) $\alpha_{m+1} \geq$ $\frac{R_{\text {max }}-R_{\text {min }}}{u-v a l} \cdot x_{j}+\frac{u \cdot R_{\text {min }}-v a l \cdot R_{\text {max }}}{u-v a l}$. As previously, the result of $\overline{\operatorname{act}}_{j}^{\mathrm{U}}(\theta)$ is a single star which over-approximates the exact resulting $\operatorname{star}(\mathrm{s})$. In case the domain of $\theta$ in dimension $j$ lies completely in either $(-\infty, v a l]$ or $[\mathrm{val}, \infty)$, then the resulting star is either $\theta_{1}=\left\langle\mathbf{s}_{\text {min }}+\mathbf{M c}, \mathbf{M V}, P\right\rangle$


Figure 7: Relaxation for the unit step function. The dark line shows the exact set and the light area the approximate set. The constraints $y_{j} \leq g_{1}\left(x_{j}\right)$ and $y_{j} \geq g_{2}\left(x_{j}\right)$ correspond to relaxations (3) and (4).


Figure 8: Convex relaxations of the unit stepfunction with three cases of an unbounded input set.
or $\theta_{2}=\left\langle\mathbf{s}_{\text {max }}+\mathbf{M c}, \mathbf{M V}, P\right\rangle$, respectively.
Finally, in case there is an unbounded input star $\theta$, again three cases are distinguished, as in case of LeakyReLU. The three cases are as follows: (1) $x_{j} \in(-\infty, u)$, (2) $x_{j} \in(l, \infty)$, and (3) $x_{j} \in(-\infty, \infty)$. The analysis for unbounded input is the same; the only aspect that changes is the introduced constraints. See the corresponding constraints for each case visualized in Figure 8 .

## 4 Experimental Evaluation

We implemented our proposed algorithms using the open-source C++ tool HyPro [46] and evaluated them on four different benchmark families. The ACAS Xu and drone hovering benchmarks contain only ReLU activations while the thermostat and sonar classifier benchmarks use the unit step and hard sigmoid activation functions besides ReLU. Both the exact and the over-approximation approaches are evaluated. The evaluations were performed on RWTH Aachen University's HPC Cluster [58] using Rocky Linux 8 as the operating system. Each execution ran on an individual node equipped with 16GB RAM and two Intel Xeon Platinum 8160 "SkyLake" processors with a total of 16 cores. A 48-hour timeout was set for each experiment.

### 4.1 ACAS Xu

The Airborne Collision Avoidance System Xu (ACAS Xu) is a mid-air collision avoidance system focusing on unmanned aircrafts. The ACAS Xu networks (ACAS Xu DNNs) provide advisories for horizontal maneuvers to avoid collisions while minimizing unnecessary alerts. The ACAS Xu benchmark consists of a set of 45 feedforward neural networks, each with seven fully connected layers, comprising a combined count of 300 neurons. Each network possesses five inputs (see Figure 9) and five outputs. For further information about the ACAS Xu benchmark see [26, 27].

For our evaluation, we first compute the reachable set of the networks. Afterward, we check whether the reachable set is fully included in the safe zone. If yes then the FNN is safe, otherwise we can conclude unsafety only for the ex-


Figure 9: Vertical view of the inputs of ACAS Xu networks. [27] act analysis. We check the safety verification time (VT) in seconds, using the ten safety properties $\phi_{1}, \phi_{2}, \ldots, \phi_{10}$ from [27].

According to the condensed results, which are shown in Table 3, we can conclude that the star set approach is able to correctly verify the safety properties. We marked with boldface numbers, where the given property could be verified on all the relevant networks. In case of exact analysis of $\phi_{2}$, the verification results were correct, but in case of 3 networks, timeout occurred. The over-approximate analysis could verify correctly only a subset of the networks. We refer to the Appendix A. 2 of this paper for the detailed results, where we show the reachability result and safety verification times

| prop. | Exact | Overapprox. |
| :---: | :---: | :---: |
|  | AVG VT(s) | AVG VT(s) |
| $\phi_{1}$ | $\mathbf{3 5 2 4 4 . 9}$ | 2293.4 |
| $\phi_{2}$ | 44715.5 | 2316.2 |
| $\phi_{3}$ | $\mathbf{2 7 9 . 4}$ | 12.4 |
| $\phi_{4}$ | $\mathbf{9 8 . 0}$ | 11.4 |

Table 3: Average Verification results for properties $\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}$ in seconds. of each property and network combinations. Regarding the running time of the reachability analysis: a meaningful comparison could have been made with the implementation provided in [57]; however, it is in Matlab and currently, we do not own a Matlab license.

### 4.2 Drone Hovering

| $A C x_{y}$ | Exact |  |  | Overapprox. |  |  |
| :--- | ---: | :---: | ---: | ---: | :--- | :---: |
|  | RT(s) | RES | CT(s) | RT(s) | RES | CT(s) |
| $A C 1_{1}$ | 61.4 | True | 4.9 | 0.2 | False | 0.0 |
| $A C 1_{2}$ | 0.5 | True | 0.0 | 0.1 | False | 0.0 |
| $A C 2_{1}$ | 462.4 | True | 17.7 | 0.5 | False | 0.0 |
| $A C 2_{2}$ | 0.1 | True | 0.0 | 0.1 | False | 0.0 |
| $A C 3_{1}$ | - | - | - | 2.9 | False | 0.4 |
| $A C 3_{2}$ | 5.1 | True | 0.1 | 0.2 | False | 0.0 |
| $A C 4_{1}$ | - | - | - | 8.7 | False | 1.5 |
| $A C 4_{2}$ | 103.0 | True | 5.5 | 0.7 | False | 0.0 |
| $A C 5_{1}$ | 304.8 | True | 26.1 | 0.4 | False | 0.1 |
| $A C 5_{2}$ | 0.1 | False | 0.0 | 0.1 | False | 0.0 |
| $A C 6_{1}$ | 2631.7 | True | 84.4 | 0.7 | False | 0.1 |
| $A C 6_{2}$ | 0.1 | False | 0.0 | 0.1 | False | 0.0 |
| $A C 7_{1}$ | - | - | - | 2.5 | False | 0.1 |
| $A C 7_{2}$ | 4.1 | True | 0.1 | 0.3 | False | 0.0 |
| $A C 8_{1}$ | - | - | - | 65.9 | False | 19.8 |
| $A C 8_{2}$ | 0.8 | False | 0.0 | 0.6 | False | 0.0 |

Table 4: Evaluation results of the drones benchmark. The network is identified as $A C x$, the lower-right index $y$ shows the tested property. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. True indicates that the given neural network was verified to be safe, with respect to the property. Conversely, False means that the network could not be verified as safe (either because of over-approximation error or due to the network being inherently unsafe). Cells with (-) indicate cases where timeout occurs.

Autonomous drone control revolves around launching a drone into the air and enabling it to hover at a desired altitude [18, 17]. This benchmark consists of eight neural networks. The first four consist of two, and the other four networks consist of three hidden layers, each followed by a ReLU activation function. For further info about the benchmark we refer to [38]. We compute the reachability set of the networks as well as the safety verification using our algorithm and measure the reachable set computation time and safety checking time in seconds. The networks are verified both with the exact and the overapproximation method. For each neural network we test two properties. The presented results in Table 4 show, as we would expect, that the over-approximative method is much faster compared to the exact algorithm. However, the exact method verifies almost every property while the over-approximate approach fails in all cases (though some were inherently unsafe). This confirms that the over-approximate

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| Set 1 | 4359 | False | 783 | True | 263 | True | 102 | True |
| Set 2 | 206243 | False | 1284 | True | 245 | True | 100 | True |
| Set 3 | 33945 | True | 3768 | True | 401 | True | 308 | True |
| Set 4 | 7974 | True | 359 | True | 103 | True | 102 | True |

Table 5: Local adversarial robustness tests of the exact approach. $R T$ is the reachable set computation time in milliseconds. RES is the safety verification result. True indicates that the neural network correctly classifies the input set, while False means that the network was unable to correctly classify the input set.
analysis is more scalable and has a smaller computational cost; however, it sacrifices the completeness of the method.

### 4.3 Thermostat Controller

This benchmark mentioned in the Master's thesis [25] maintains the room temperature $x$ between $17^{\circ} \mathrm{C}$ and $23^{\circ} \mathrm{C}$ using a thermostat. It achieves this by activating (mode on) and deactivating (mode off) the heater based on the sensed temperature. The neural network representing the thermostat's controller is a feedforward neural network with four layers. The input consists of two neurons that express the temperature $x \in \mathbb{R}$ and the current mode (on or off) as $m \in\{0,1\}$. Furthermore, two hidden layers follow, each with ten neurons. Lastly, using the unit step activation function, the output layer predicts whether the heater should turn on or off, producing the control input $K h=15$ or $K h=0$, respectively. We compute the reachable sets to verify the safety of the described NN using our reachability method.

We tested one safety property of the thermostat controller, the input temperature being between $22^{\circ}$ and $23^{\circ}$, and the thermostat being turned on, i.e., $m=1$, the expected control output should be the turn off signal. However, the reachability analysis shows two resulting star sets representing the value 15 , meaning that the neural network violates its safety specification. Therefore, we take those star sets and construct the complete counter input set to falsify the neural network, i.e., prove that it is unsafe. The construction of the complete counter input set works as explained in Theorem 2 of [54].

### 4.4 Sonar Binary Classifier

In this section, we evaluate the robustness of a neural network used for binary classification of a sonar dataset. This dataset describes sonar chirp returns bouncing off from different objects [5]. It contains 60 input variables representing the returned beams' strength at different angles. The verified neural network should be capable of robust binary classification, distinguishing between rocks and metal cylinders. The neural network consists of one hidden layer with 60 neurons, followed by a ReLU activation and an output layer with a single neuron, followed by the composition of a hard sigmoid and a unit step activation function. The property we want to verify is the local robustness of the neural network. A neural network is $\delta$-locally-robust at input $x$, if for every $x^{\prime}$ such that $\left\|x-x^{\prime}\right\|_{\infty} \leq \delta$, the network assigns the same output label to $x$ and $x^{\prime}$. Our focus lies in determining the robustness threshold that our verification method can provide for the network (i.e., finding the largest $\delta$ for which the robustness property still holds).

We examine this problem on four inputs of the dataset and four $\delta$ values. The first two inputs should output 1 , which means a rock, and the next two 0 , which means a metal cylinder. The True

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| Set 1 | 234 | Inconclusive | 205 | True | 163 | True | 103 | True |
| Set 2 | 396 | Inconclusive | 279 | True | 157 | True | 103 | True |
| Set 3 | 407 | Inconclusive | 367 | True | 177 | True | 174 | True |
| Set 4 | 339 | True | 167 | True | 104 | True | 101 | True |

Table 6: Local adversarial robustness tests of the over-approximate approach. $R T$ is the reachable set computation time in milliseconds. RES is the safety verification result. True indicates that the neural network correctly classifies the input set, while False means that the network was unable to correctly classify the input set. Additionally, Inconclusive is assigned when the reachability analysis algorithm cannot provide a conclusive answer due to the over-approximation errors.
results indicate correct classifications within the robustness threshold ( $\forall x^{\prime}$ being correctly classified), False denotes incorrect predictions. Moreover, in the case of over-approximate analysis, Inconclusive means that the verification result is ambiguous due to over-approximation error. A comparison between the exact and over-approximative algorithms reveals that the exact algorithm proves network robustness in more cases. Furthermore, different input sets (meaning a single input and its $\delta$ neighborhood) exhibit varying local robustness. For example, in Table 5, for Set 2 , the optimal $\delta$ value is between 0.01 and 0.001 . Tables 5 and 6 are condensed versions of our experiments, to see the complete results, please check the Appendix A. 3 of this paper.

## 5 Conclusion

In this paper, we proposed algorithms for star-based reachability analysis of various activation functions used in feed-forward neural networks. To ensure generality, we implemented the activation functions with flexibility for adaptation to specific use cases. We implemented an NNET parser in Hypro to simplify the incorporation of additional benchmarks. The presented evaluation results offer valuable insights into network behavior and safety.

As future work, we plan to integrate further layer types. Consequently, we are planning to integrate a more widely-used standard such as ONNX, for storing and parsing neural network inputs. Moreover, comprehensive experiments and evaluations will offer deeper insights into the performance, accuracy, and limitations of this analysis method when applied to neural networks with other activation functions and layer types, hence, exploring its effectiveness on a more realistic and diverse scale of benchmarks.

We also plan to integrate backpropagation methods using star-sets. Backpropagation is a widely used algorithm for training artificial neural networks, offering numerous advantages in efficient training, scalability, flexibility, and generalization capabilities [62]. Investigating the compatibility and benefits of incorporating backpropagation with star sets can significantly contribute to the advancement of safe and reliable neural networks.

Finally, we are planning to adapt abstraction refinement techniques (such as CEGAR), to reduce the over-approximation error during the reachable set analysis.
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## A Supplementary Material

## A. 1 Formal proofs

Proposition A. 1 (Convex polytopes as stars). For any $m, p \in \mathbb{N}, \mathbf{C} \in \mathbb{R}^{p \times m}$ and $\mathbf{d} \in \mathbb{R}^{p}$, the convex polyhedron $\mathscr{P}=\left\{\mathbf{x} \in \mathbb{R}^{m} \mid \mathbf{C x} \leq \mathbf{d}\right\}$ can be represented by a star.

Proof. It is straightforward to obtain an equivalent starset $\theta$ of the polytope $\mathscr{P}$, using the null vector as center, i.e., $\mathbf{c}=[0,0, \ldots, 0]^{\top}$, the set of $n$ unit vectors $\mathbf{e}_{i}$ for the basis, i.e. $\mathbf{V}=\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ (i.e., the generator matrix $\mathbf{V}=\mathbb{I}_{n}$ ), and the predicate $P$ in the form of $\alpha \in P \equiv \mathbf{C} \alpha \leq \mathbf{d}$.

Proposition A. 2 (Affine transformation). Assume an $(n, m)$-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ and let $\mathbf{W} \in$ $\mathbb{R}^{k \times n}$ and $\mathbf{b} \in \mathbb{R}^{k}$. Then the affine transformation $\{\mathbf{W} \mathbf{x}+\mathbf{b} \mid \mathbf{x} \in[\theta]\}$ of $[\theta]$ is represented by $\bar{\theta}=\langle\overline{\mathbf{c}}, \overline{\mathbf{V}}, P\rangle$ with $\overline{\mathbf{c}}=\mathbf{W} \mathbf{c}+\mathbf{b}$ and $\overline{\mathbf{V}} \in \mathbb{R}^{k \times m}$ with columns $\mathbf{W} \mathbf{v}^{(1)}, \ldots, \mathbf{W} \mathbf{v}^{(m)}$.

Proof. Using the definition of the resulting star set after applying the affine transformation, we have $\bar{\theta}=\left\{\mathbf{y} \mid \mathbf{y}=\mathbf{W}\left(\mathbf{c}+\sum_{j=1}^{m}\left(\alpha_{j} \mathbf{v}^{(j)}\right)\right)+\mathbf{b}\right.$ such that $\left.\alpha \in P\right\}$. That means, $\bar{\theta}$ is another star, having the center $\overline{\mathbf{c}}=\mathbf{W} \mathbf{c}+\mathbf{b}$ and generator vectors $\mathbf{V}=\left\{\mathbf{W} \mathbf{v}^{(1)}, \mathbf{W} \mathbf{v}^{(2)}, \ldots, \mathbf{W} \mathbf{v}^{(2)}\right\}$. Note that the predicate does not change during the computation of the affine mapping of a star.

Proposition A. 3 (Intersection with halfspace). Assume an ( $n, m$ )-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ and a half-space $\mathscr{H}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{h}^{T} \mathbf{x} \leq g\right\}$ with some $\mathbf{h} \in \mathbb{R}^{n}$ and $g \in \mathbb{R}$. Then the intersetion $[\theta] \cap \mathscr{H}$ is represented by the star $\bar{\theta}=\left\langle\mathbf{c}, \mathbf{V}, P \cap P^{\prime}\right\rangle$ with $P^{\prime}=\left\{\alpha \in \mathbb{R}^{m} \mid\left(\mathbf{h}^{T} \mathbf{V}\right) \alpha \leq g-\mathbf{h}^{T} \mathbf{c}\right\}$.

Proof. The resulting star is $\bar{\theta}=\left\{\mathbf{x} \mid \mathbf{x}=\mathbf{c}+\sum_{j=1}^{m}\left(\alpha_{j} \mathbf{v}^{(j)}\right)\right.$ s. t. $\left.\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{T} \in P \wedge \mathbf{h}^{T} \mathbf{x} \leq g\right\}$. Since $\mathbf{x}=\mathbf{c}+\sum_{j=1}^{m}\left(\alpha_{j} \mathbf{v}^{(j)}\right)$, the new constraint can be written as $\mathbf{h}^{T}(\mathbf{c}+\mathbf{V} \alpha) \leq g$, where $\alpha=\left[\alpha_{1}, \ldots, \alpha_{m}\right]^{\top}$. Consequently, the new predicate is $P \cap P^{\prime}, P^{\prime}(\alpha)=\left(\mathbf{h}^{T} \mathbf{V}\right) \alpha \leq g-\mathbf{h}^{T} \mathbf{c}$.

Proposition A. 4 (Emptiness checking). A star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ is empty if and only if $P$ is empty.

Proof. It is straightforward to see that only the predicate restricts the elements of a star. In other words, if the predicte does not allow any solution (i.e., it's empty), then the star set is empty as well.

Proposition A. 5 (Bounding box). Assume an ( $n, m$ )-dimensional star $\theta=\langle\mathbf{c}, \mathbf{V}, P\rangle$ with $\mathbf{c}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)^{T}$, and let $\mathbf{V}_{(i)}$ be the $i^{t h}$ row of $\mathbf{V}$. Let furthermore $B=\left\{\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n} \mid \bigwedge_{i=1}^{n} l b_{i} \leq x_{i} \leq u b_{i}\right\}$ with $l b_{i}=\mathbf{c}_{i}+\min _{\alpha \in P} \mathbf{V}_{(i)} \alpha$ and $u b_{i}=\mathbf{c}_{i}+\max _{\alpha \in P} \mathbf{V}_{(i)} \alpha$ for $i=1, \ldots, n$. Then $[\theta] \subseteq B$.

Proof. According to the star set's definition $\mathbf{x}_{i}=\mathbf{c}_{i}+\sum_{j=1}^{m} \alpha_{j} \mathbf{v}_{i}^{(j)}$. That is, if we want to find the lower (or upper) bound of $\mathbf{x}_{i}$, we have to find the solution of minimize $\boldsymbol{x}_{x \in \theta} \mathbf{x}_{i}$ (or maximize $x_{x \in \theta} \mathbf{x}_{i}$, respecitvely). Using the definition of the star set, we get $\mathbf{c}_{i}+$ minimize $_{\alpha \in P=\top} \mathbf{V}^{(i)} \alpha\left(\right.$ or $\mathbf{c}_{i}+$ maximize $_{\alpha \in P=\top} \mathbf{V}^{(i)} \alpha$ ).

## A. 2 ACAS Xu Detailed Results

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{2,1}$ | 15837.45 | False | 325.53 | 193197 | 1338.12 | False | 43.21 | 1 |
| $N_{2,2}$ | 36112.55 | False | 1174.41 | 472257 | 1005.57 | False | 68.81 | 1 |
| $N_{2,3}$ | 18532.01 | False | 303.91 | 194275 | 962.63 | False | 74.02 | 1 |
| $N_{2,4}$ | 8254.17 | False | 299.08 | 114155 | 1391.11 | False | 73.80 | 1 |
| $N_{2,5}$ | 56241.64 | False | 2275.48 | 677510 | 1790.96 | False | 111.03 | 1 |
| $N_{2,6}$ | 25991.47 | False | 650.43 | 309631 | 2044.11 | False | 45.39 | 1 |
| $N_{2,7}$ | 65508.57 | False | 1544.92 | 679523 | 3366.64 | False | 161.01 | 1 |
| $N_{2,8}$ | 53195.81 | False | 1260.82 | 585647 | 3677.42 | False | 135.44 | 1 |
| $N_{2,9}$ |  | - |  |  | 1855.61 | False | 64.66 | 1 |
| $N_{3,1}$ | 15559.97 | False | 727.35 | 252793 | 939.06 | False | 54.55 | 1 |
| $N_{3,2}$ | 12911.84 | False | 295.19 | 181433 | 2362.05 | False | 72.16 | 1 |
| $N_{3,3}$ | 24675.76 | True | 508.77 | 341669 | 900.05 | False | 33.53 | 1 |
| $N_{3,4}$ | 7393.05 | False | 205.80 | 133782 | 1500.14 | False | 95.91 | 1 |
| $N_{3,5}$ | 23852.32 | False | 795.67 | 365066 | 1723.58 | False | 67.01 | 1 |
| $N_{3,6}$ | 70608.24 | False | 2823.21 | 1003886 | 2694.87 | False | 120.82 | 1 |
| $N_{3,7}$ | 41256.50 | False | 1233.86 | 475299 | 4753.87 | False | 150.12 | 1 |
| $N_{3,8}$ | 37253.31 | False | 754.01 | 472562 | 1304.76 | False | 38.45 | 1 |
| $N_{3,9}$ | 48309.81 | False | 1152.44 | 379221 | 2498.83 | False | 54.83 | 1 |
| $N_{4,1}$ | 66720.59 | False | 854.57 | 402853 | 973.59 | False | 74.23 | 1 |
| $N_{4,2}$ | 85507.29 | True | 1130.23 | 484555 | 1139.11 | False | 74.50 | 1 |
| $N_{4,3}$ | 10627.68 | False | 303.07 | 138170 | 1096.26 | False | 38.32 | 1 |
| $N_{4,4}$ | 12923.14 | False | 357.63 | 143424 | 1257.89 | False | 77.31 | 1 |
| $N_{4,5}$ | 75982.74 | False | 1223.96 | 457447 | 3312.96 | False | 93.14 | 1 |
| $N_{4,6}$ |  | - |  |  | 1802.32 | False | 68.50 | 1 |
| $N_{4,7}$ | 107331.18 | False | 2132.42 | 652417 | 781.43 | False | 32.85 | 1 |
| $N_{4,8}$ | 67596.46 | False | 1893.68 | 515113 | 2661.60 | False | 186.54 | 1 |
| $N_{4,9}$ | - | - | - | - | 13969.59 | False | 29.64 | 1 |
| $N_{5,1}$ | 30332.56 | False | 407.09 | 201773 | 1291.09 | False | 60.81 | 1 |
| $N_{5,2}$ | 43636.56 | False | 486.83 | 261011 | 1173.13 | False | 36.83 | 1 |
| $N_{5,3}$ | 10740.98 | False | 191.73 | 125860 | 1072.01 | False | 56.17 | 1 |
| $N_{5,4}$ | 6221.00 | False | 138.55 | 81364 | 1415.43 | False | 109.63 | 1 |
| $N_{5,5}$ | 31217.25 | False | 386.70 | 213059 | 1275.20 | False | 61.52 | 1 |
| $N_{5,6}$ | 97829.27 | False | 1149.06 | 622084 | 2196.38 | False | 94.40 | 1 |
| $N_{5,7}$ | 57210.41 | False | 918.01 | 355919 | 2347.15 | False | 92.50 | 1 |
| $N_{5,8}$ | 101123.47 | False | 1521.47 | 544813 | 3443.00 | False | 106.33 | 1 |
| $N_{5,9}$ | 78557.70 | False | 1164.09 | 619284 | 3216.64 | False | 92.62 | 1 |

Table 7: Verification results for property $P_{2}$ on 36 ACAS Xu networks. $(R T)$ is the reachable set computation time, and (CT) is the safety checking time, both in seconds. (RES) is the safety verification result. (OSS) describes the number of the output star sets. The cells with (-) correspond to networks in which our algorithm was not able to compute the reachability set successfully in less than 48 hours.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{1,1}$ | 3013.64 | True | 45.71 | 39835 | 823.72 | False | 7.97 | 1 |
| $N_{1,2}$ | 3575.72 | True | 53.74 | 45648 | 2214.74 | False | 15.48 | 1 |
| $N_{1,3}$ | 11037.81 | True | 200.90 | 114287 | 3211.44 | False | 16.37 | 1 |
| $N_{1,4}$ | 13111.44 | True | 267.78 | 154529 | 2915.33 | False | 21.64 | 1 |
| $N_{1,5}$ | 9756.54 | True | 196.13 | 122297 | 1618.80 | False | 9.97 | 1 |
| $N_{1,6}$ | 35718.94 | True | 823.34 | 376647 | 1385.90 | False | 13.06 | 1 |
| $N_{1,7}$ | 4712.34 | True | 85.86 | 66416 | 1228.45 | False | 13.30 | 1 |
| $N_{1,8}$ | 8279.50 | True | 174.76 | 110139 | 2226.28 | False | 38.84 | 1 |
| $N_{1,9}$ | 9136.22 | True | 189.03 | 135645 | 2999.83 | False | 24.42 | 1 |
| $N_{2,1}$ | 15355.00 | True | 325.53 | 193197 | 1538.98 | False | 11.57 | 1 |
| $N_{2,2}$ | 34071.21 | True | 617.56 | 472257 | 1147.34 | False | 19.50 | 1 |
| $N_{2,3}$ | 13319.28 | True | 253.42 | 194275 | 956.66 | False | 18.24 | 1 |
| $N_{2,4}$ | 8124.85 | True | 167.98 | 114155 | 1141.23 | False | 21.41 | 1 |
| $N_{2,5}$ | 53191.97 | True | 1103.15 | 677510 | 1489.67 | False | 22.42 | 1 |
| $N_{2,6}$ | 23772.93 | True | 417.89 | 309631 | 1972.41 | False | 10.89 | 1 |
| $N_{2,7}$ | 53504.01 | True | 1016.92 | 679523 | 3330.97 | False | 39.63 | 1 |
| $N_{2,8}$ | 48084.68 | True | 777.85 | 585647 | 4132.09 | False | 38.59 | 1 |
| $N_{2,9}$ | 86837.06 | True | 1395.51 | 910575 | 2225.92 | False | 19.55 | 1 |
| $N_{3,1}$ | 14553.80 | True | 497.52 | 252793 | 1130.78 | False | 22.86 | 1 |
| $N_{3,2}$ | 16570.78 | True | 359.74 | 181433 | 2678.57 | False | 19.91 | 1 |
| $N_{3,3}$ | 28386.63 | True | 649.15 | 341669 | 994.11 | False | 8.74 | 1 |
| $N_{3,4}$ | 8765.59 | True | 154.49 | 133782 | 1662.63 | False | 23.46 | 1 |
| $N_{3,5}$ | 28583.49 | True | 641.96 | 365066 | 1884.56 | False | 15.86 | 1 |
| $N_{3,6}$ | 65843.71 | True | 1595.55 | 1003886 | 2494.56 | False | 28.20 | 1 |
| $N_{3,7}$ | 47664.54 | True | 1094.01 | 475299 | 4453.61 | False | 36.35 | 1 |
| $N_{3,8}$ | 38414.57 | True | 652.14 | 472562 | 1501.02 | False | 11.65 | 1 |
| $N_{3,9}$ | 33949.16 | True | 746.01 | 379221 | 3221.20 | False | 17.70 | 1 |
| $N_{4,1}$ | 35166.18 | True | 603.51 | 402853 | 1007.71 | False | 19.63 | 1 |
| $N_{4,2}$ | 41913.56 | True | 748.73 | 484555 | 1322.22 | False | 21.65 | 1 |
| $N_{4,3}$ | 9966.29 | True | 164.86 | 138170 | 1256.42 | False | 10.84 | 1 |
| $N_{4,4}$ | 12343.79 | True | 213.54 | 143424 | 1295.82 | False | 20.12 | 1 |
| $N_{4,5}$ | 39853.04 | True | 861.19 | 457447 | 3795.18 | False | 28.86 | 1 |
| $N_{4,6}$ | 134265.70 | True | 2703.07 | 1296311 | 1816.04 | False | 18.24 | 1 |
| $N_{4,7}$ | 61325.43 | True | 942.40 | 652417 | 999.71 | False | 10.53 | 1 |
| $N_{4,8}$ | 32988.07 | True | 775.16 | 515113 | 2781.59 | False | 49.10 | 1 |
| $N_{4,9}$ | 87048.69 | True | 1456.81 | 984701 | 14379.08 | False | 7.58 | 1 |
| $N_{5,1}$ | 13215.58 | True | 262.90 | 201773 | 1284.01 | False | 14.30 | 1 |
| $N_{5,2}$ | 17025.91 | True | 347.06 | 261011 | 1025.24 | False | 7.94 | 1 |
| $N_{5,3}$ | 10237.07 | True | 219.97 | 125860 | 1089.35 | False | 13.62 | 1 |
| $N_{5,4}$ | 5989.44 | True | 106.26 | 81364 | 1228.81 | False | 22.77 | 1 |
| $N_{5,5}$ | 14346.32 | True | 239.07 | 213059 | 1361.83 | False | 17.98 | 1 |
| $N_{5,6}$ | 102872.82 | True | 1120.75 | 622084 | 2093.55 | False | 22.16 | 1 |
| $N_{5,7}$ | 31414.81 | True | 595.66 | 355919 | 2211.67 | False | 21.59 | 1 |
| $N_{5,8}$ | 95265.60 | True | 886.15 | 544813 | 3226.16 | False | 24.57 | 1 |
| $N_{5,9}$ | 95694.38 | True | 1002.30 | 619284 | 3546.82 | False | 24.30 | 1 |

Table 8: Verification results for property $P_{1}$ on 45 ACAS Xu networks. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{1,1}$ | 1768.51 | True | 206.94 | 71930 | 33.88 | False | 1.45 | 1 |
| $N_{1,2}$ | 1647.32 | True | 115.58 | 40273 | 34.65 | False | 4.28 | 1 |
| $N_{1,3}$ | 442.65 | True | 29.13 | 12444 | 28.54 | False | 1.87 | 1 |
| $N_{1,4}$ | 224.24 | True | 3.64 | 4346 | 12.95 | True | 0.09 | 1 |
| $N_{1,5}$ | 246.37 | True | 4.09 | 4820 | 12.65 | True | 0.11 | 1 |
| $N_{1,6}$ | 65.95 | True | 0.91 | 1281 | 3.79 | True | 0.03 | 1 |
| $N_{2,1}$ | 485.40 | True | 17.82 | 16382 | 23.79 | False | 1.84 | 1 |
| $N_{2,2}$ | 178.63 | True | 6.48 | 6924 | 10.60 | False | 1.04 | 1 |
| $N_{2,3}$ | 316.67 | True | 10.55 | 10694 | 22.85 | False | 1.21 | 1 |
| $N_{2,4}$ | 20.16 | True | 0.21 | 351 | 1.84 | True | 0.07 | 1 |
| $N_{2,5}$ | 111.27 | True | 2.09 | 2466 | 8.17 | True | 0.11 | 1 |
| $N_{2,6}$ | 13.62 | True | 0.12 | 255 | 3.79 | True | 0.03 | 1 |
| $N_{2,7}$ | 60.04 | True | 0.91 | 1229 | 5.07 | True | 0.15 | 1 |
| $N_{2,8}$ | 17.78 | True | 0.17 | 329 | 3.84 | True | 0.01 | 1 |
| $N_{2,9}$ | 9.46 | True | 0.09 | 189 | 0.81 | True | 0.00 | 1 |
| $N_{3,1}$ | 153.28 | True | 8.77 | 5999 | 5.19 | True | 0.73 | 1 |
| $N_{3,2}$ | 2018.12 | True | 88.51 | 37541 | 27.15 | False | 1.97 | 1 |
| $N_{3,3}$ | 390.10 | True | 12.46 | 7935 | 23.19 | True | 1.89 | 1 |
| $N_{3,4}$ | 76.08 | True | 1.53 | 2100 | 29.34 | False | 2.27 | 1 |
| $N_{3,5}$ | 44.62 | True | 1.19 | 1042 | 6.18 | True | 0.30 | 1 |
| $N_{3,6}$ | 99.32 | True | 1.46 | 1868 | 15.38 | False | 1.73 | 1 |
| $N_{3,7}$ | 4.20 | True | 0.04 | 107 | 1.39 | True | 0.01 | 1 |
| $N_{3,8}$ | 33.03 | True | 0.55 | 669 | 5.84 | True | 0.28 | 1 |
| $N_{3,9}$ | 42.36 | True | 0.82 | 1223 | 3.04 | True | 0.12 | 1 |
| $N_{4,1}$ | 50.28 | True | 1.66 | 2298 | 4.80 | False | 0.90 | 1 |
| $N_{4,2}$ | 627.65 | True | 19.89 | 18088 | 16.52 | False | 1.07 | 1 |
| $N_{4,3}$ | 976.11 | True | 25.53 | 21237 | 19.26 | False | 1.15 | 1 |
| $N_{4,4}$ | 34.30 | True | 0.39 | 560 | 2.86 | True | 0.06 | 1 |
| $N_{4,5}$ | 9.23 | True | 0.23 | 361 | 2.41 | True | 0.03 | 1 |
| $N_{4,6}$ | 107.72 | True | 1.86 | 2533 | 39.84 | True | 0.64 | 1 |
| $N_{4,7}$ | 51.25 | True | 0.61 | 948 | 4.47 | True | 0.08 | 1 |
| $N_{4,8}$ | 35.98 | True | 0.38 | 576 | 3.01 | True | 0.02 | 1 |
| $N_{4,9}$ | 36.69 | True | 0.38 | 616 | 7.89 | True | 0.14 | 1 |
| $N_{5,1}$ | 328.52 | True | 11.35 | 9556 | 12.10 | False | 0.66 | 1 |
| $N_{5,2}$ | 61.58 | True | 2.10 | 2126 | 5.45 | True | 0.88 | 1 |
| $N_{5,3}$ | 72.33 | True | 4.63 | 2906 | 10.64 | True | 3.13 | 1 |
| $N_{5,4}$ | 33.32 | True | 0.86 | 765 | 4.98 | True | 0.09 | 1 |
| $N_{5,5}$ | 44.61 | True | 1.02 | 1310 | 7.65 | True | 0.54 | 1 |
| $N_{5,6}$ | 63.87 | True | 0.71 | 1166 | 10.97 | True | 0.56 | 1 |
| $N_{5,7}$ | 4.93 | True | 0.04 | 88 | 0.81 | True | 0.01 | 1 |
| $N_{5,8}$ | 134.31 | True | 2.11 | 2406 | 9.51 | True | 0.15 | 1 |
| $N_{5,9}$ | 4.04 | True | 0.05 | 111 | 1.86 | True | 0.01 | 1 |

Table 9: Verification results for property $P_{3}$ on 45 ACAS Xu networks. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{1,1}$ | 424.83 | True | 29.77 | 19142 | 12.57 | False | 4.78 | 1 |
| $N_{1,2}$ | 366.72 | True | 23.35 | 13143 | 18.92 | False | 4.37 | 1 |
| $N_{1,3}$ | 277.95 | True | 13.40 | 9837 | 22.69 | False | 1.40 | 1 |
| $N_{1,4}$ | 24.99 | True | 1.42 | 1184 | 5.78 | False | 0.67 | 1 |
| $N_{1,5}$ | 208.17 | True | 6.32 | 6608 | 6.67 | False | 0.39 | 1 |
| $N_{1,6}$ | 117.16 | True | 3.32 | 4443 | 9.87 | True | 0.92 | 1 |
| $N_{2,1}$ | 123.79 | True | 5.38 | 5066 | 12.60 | False | 2.10 | 1 |
| $N_{2,2}$ | 149.75 | True | 6.18 | 4500 | 14.89 | False | 2.42 | 1 |
| $N_{2,3}$ | 27.12 | True | 0.99 | 1087 | 3.62 | True | 0.72 | 1 |
| $N_{2,4}$ | 22.95 | True | 0.51 | 913 | 8.44 | True | 0.06 | 1 |
| $N_{2,5}$ | 88.98 | True | 2.45 | 3419 | 11.61 | True | 0.45 | 1 |
| $N_{2,6}$ | 46.37 | True | 0.97 | 1462 | 15.22 | True | 0.46 | 1 |
| $N_{2,7}$ | 18.88 | True | 0.29 | 555 | 5.68 | True | 0.08 |  |
| $N_{2,8}$ | 126.04 | True | 1.03 | 1805 | 51.33 | False | 1.45 | 1 |
| $N_{2,9}$ | 8.05 | True | 0.06 | 157 | 1.85 | True | 0.01 | 1 |
| $N_{3,1}$ | 160.56 | True | 5.17 | 4281 | 9.46 | True | 1.15 |  |
| $N_{3,2}$ | 231.23 | True | 14.38 | 8708 | 4.15 | True | 1.19 | 1 |
| $N_{3,3}$ | 25.16 | True | 1.25 | 1201 | 2.44 | True | 0.16 | 1 |
| $N_{3,4}$ | 31.60 | True | 1.22 | 1214 | 4.10 | True | 0.27 |  |
| $N_{3,5}$ | 122.59 | True | 5.01 | 3630 | 26.23 | True | 1.13 | 1 |
| $N_{3,6}$ | 62.39 | True | 1.21 | 1495 | 14.23 | True | 0.85 | 1 |
| $N_{3,7}$ | 55.24 | True | 0.48 | 862 | 5.02 | True | 0.12 |  |
| $N_{3,8}$ | 20.56 | True | 0.56 | 542 | 8.46 | False | 0.35 | 1 |
| $N_{3,9}$ | 148.09 | True | 1.57 | 2684 | 15.36 | True | 0.95 | 1 |
| $N_{4,1}$ | 19.95 | True | 0.87 | 848 | 1.34 | True | 0.35 | 1 |
| $N_{4,2}$ | 38.94 | True | 1.41 | 1348 | 9.42 | True | 2.55 | 1 |
| $N_{4,3}$ | 78.86 | True | 3.72 | 3725 | 12.85 | True | 4.57 | 1 |
| $N_{4,4}$ | 58.67 | True | 0.82 | 1253 | 19.74 | False | 1.14 | 1 |
| $N_{4,5}$ | 45.51 | True | 0.71 | 1255 | 8.60 | True | 0.23 | 1 |
| $N_{4,6}$ | 87.67 | True | 1.65 | 2366 | 11.26 | True | 0.56 | 1 |
| $N_{4,7}$ | 6.78 | True | 0.10 | 216 | 3.65 | True | 0.08 | 1 |
| $N_{4,8}$ | 79.35 | True | 1.01 | 1591 | 9.29 | True | 0.09 | 1 |
| $N_{4,9}$ | 139.12 | True | 1.75 | 2566 | 9.37 | True | 0.20 | 1 |
| $N_{5,1}$ | 166.59 | True | 9.26 | 6932 | 9.45 | True | 0.63 | 1 |
| $N_{5,2}$ | 117.59 | True | 6.30 | 4361 | 4.22 | True | 0.56 | 1 |
| $N_{5,3}$ | 42.58 | True | 2.18 | 1662 | 7.46 | True | 0.71 | 1 |
| $N_{5,4}$ | 40.08 | True | 1.24 | 1088 | 5.68 | True | 0.16 | 1 |
| $N_{5,5}$ | 52.80 | True | 0.89 | 1549 | 7.65 | True | 0.24 | 1 |
| $N_{5,6}$ | 27.96 | True | 0.50 | 677 | 6.74 | True | 0.47 | 1 |
| $N_{5,7}$ | 6.08 | True | 0.06 | 157 | 2.63 | True | 0.04 | 1 |
| $N_{5,8}$ | 24.29 | True | 0.28 | 502 | 12.76 | True | 0.73 | 1 |
| $N_{5,9}$ | 34.99 | True | 0.55 | 992 | 5.26 | True | 0.15 | 1 |

Table 10: Verification results for property $P_{4}$ on 42 ACAS Xu networks. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |  |
| $N_{1,1}$ | 2933.99 | True | 352.76 | 59734 | 461.70 | False | 8.63 | 1 |  |

Table 11: Verification results for property $P_{5}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{1,1}$ | 44026.93 | True | 1159.88 | 187775 | 1083.38 | False | 17.91 | 1 |

Table 12: Verification results for property $P_{6}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{11}$ | - | - | - | - | 1520.91 | False | 147.38 | 1 |

Table 13: Verification results for property $P_{7}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets. The cells with (-) correspond to networks in which our algorithm was not able to compute the reachability set successfully in less than 48 hours

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{2,9}$ | - | - | - | - | 1560.52 | False | 46.37 | 1 |

Table 14: Verification results for property $P_{8}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets. The cells with (-) correspond to networks in which our algorithm was not able to compute the reachability set successfully in less than 48 hours.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{3,3}$ | 33727.84 | False | 458.09 | 338600 | 541.62 | False | 7.83 | 1 |

Table 15: Verification results for property $P_{9}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

| $N_{x, y}$ | Exact |  |  |  | Overapproximation |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT(s) | RES | CT(s) | OSS | RT(s) | RES | CT(s) | OSS |
| $N_{4,5}$ | 3281.44 | True | 181.59 | 41088 | 1087.41 | False | 17.68 | 1 |

Table 16: Verification results for property $P_{10}$ on 1 ACAS Xu network. $R T$ is the reachable set computation time, and $C T$ is the safety checking time, both in seconds. RES is the safety verification result. OSS describes the number of the output star sets.

## A. 3 Sonar Binary Classifier Detailed Results

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 1 | 4359 | False | 783 | True | 263 | True | 102 | True |
| 2 | 1848 | False | 100 | True | 101 | True | 101 | True |
| 3 | 206243 | False | 1284 | True | 245 | True | 100 | True |
| 4 | 49216 | False | 220 | False | 98 | True | 102 | True |
| 5 | 253978 | False | 1248 | True | 99 | True | 123 | True |
| 6 | 6452 | False | 622 | True | 276 | True | 101 | True |
| 7 | 25640 | False | 98 | False | 99 | False | 103 | False |
| 8 | 646937 | False | 18313 | False | 448 | True | 101 | True |
| 9 | 5149 | False | 100 | False | 101 | False | 103 | False |
| 10 | 6860 | False | 1757 | False | 240 | True | 107 | True |
| 11 | 10646 | False | 317 | True | 104 | True | 102 | True |
| 12 | 2542 | False | 281 | True | 100 | True | 100 | True |
| 13 | 125001 | False | 418 | False | 101 | True | 101 | True |
| 14 | 2022 | False | 122 | False | 99 | False | 101 | False |
| 15 | 14478 | False | 240 | False | 99 | False | 102 | False |
| 16 | 17343 | False | 263 | True | 99 | True | 102 | True |
| 17 | 21727 | False | 250 | False | 97 | True | 101 | True |
| 18 | 289475 | False | 1066 | False | 98 | True | 101 | True |
| 19 | 6654 | True | 102 | True | 99 | True | 100 | True |
| 20 | - | - | 46162 | False | 99 | True | 101 | True |
| 21 | 53343 | False | 99 | True | 100 | True | 101 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 22 | 26779 | False | 192 | True | 100 | True | 104 | True |
| 23 | 14711 | False | 444 | True | 98 | True | 101 | True |
| 24 | 11783 | True | 309 | True | 100 | True | 101 | True |
| 25 | 3145 | True | 255 | True | 100 | True | 102 | True |
| 26 | 3529 | False | 99 | True | 104 | True | 101 | True |
| 27 | 966607 | False | 16329 | False | 476 | True | 194 | True |
| 28 | 6241 | False | 119 | False | 100 | True | 107 | True |
| 29 | 180773 | False | 103 | True | 101 | True | 101 | True |
| 30 | 96317 | False | 459 | True | 251 | True | 102 | True |
| 31 | 6667 | False | 111 | True | 100 | True | 103 | True |
| 32 | 18427 | False | 253 | True | 100 | True | 102 | True |
| 33 | 132122 | True | 307 | True | 100 | True | 101 | True |
| 34 | 478050 | False | 6562 | False | 395 | True | 101 | True |
| 35 | 35769 | False | 223 | True | 101 | True | 101 | True |
| 36 | 34491 | False | 1266 | False | 282 | True | 101 | True |
| 37 | 47224 | False | 101 | True | 106 | True | 102 | True |
| 38 | 1127 | False | 102 | True | 101 | True | 101 | True |
| 39 | 10811 | False | 103 | True | 101 | True | 102 | True |
| 40 | 15289 | True | 140 | True | 101 | True | 102 | True |
| 41 | 3926 | False | 690 | True | 103 | True | 101 | True |
| 42 | 82744 | True | 444 | True | 100 | True | 102 | True |
| 43 | 15145 | True | 166 | True | 100 | True | 103 | True |
| 44 | 2509 | True | 100 | True | 105 | True | 100 | True |
| 45 | 30090 | False | 117 | True | 99 | True | 100 | True |
| 46 | 754722 | False | 789 | False | 100 | True | 104 | True |
| 47 | 105796 | False | 1501 | False | 101 | True | 101 | True |
| 48 | 5791 | False | 99 | False | 100 | False | 104 | False |
| 49 | 19318 | False | 103 | False | 100 | True | 100 | True |
| 50 | 24453 | False | 217 | False | 101 | True | 100 | True |
| 51 | 12330 | False | 436 | True | 99 | True | 101 | True |
| 52 | 337889 | True | 100 | True | 101 | True | 103 | True |
| 53 | 4480 | False | 112 | True | 116 | True | 101 | True |
| 54 | 8742 | False | 100 | True | 102 | True | 101 | True |
| 55 | 2912 | False | 257 | False | 100 | True | 100 | True |
| 56 | 9405 | False | 104 | False | 102 | True | 102 | True |
| 57 | 15708 | False | 118 | False | 100 | True | 101 | True |
| 58 | 8188 | False | 163 | True | 100 | True | 104 | True |
| 59 | 2663 | False | 102 | True | 103 | True | 101 | True |
| 60 | 14901 | False | 102 | True | 101 | True | 101 | True |
| 61 | 1608 | False | 221 | True | 100 | True | 101 | True |
| 62 | 2251 | False | 179 | True | 104 | True | 101 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 63 | 2915 | False | 103 | True | 101 | True | 102 | True |
| 64 | 177838 | True | 259 | True | 267 | True | 103 | True |
| 65 | 3152 | True | 114 | True | 103 | True | 103 | True |
| 66 | 11178 | True | 102 | True | 103 | True | 102 | True |
| 67 | 54060 | True | 585 | True | 161 | True | 115 | True |
| 68 | 6936 | False | 276 | True | 100 | True | 101 | True |
| 69 | 6557 | False | 389 | True | 103 | True | 101 | True |
| 70 | 16761 | False | 306 | True | 183 | True | 188 | True |
| 71 | 40704 | False | 275 | True | 100 | True | 99 | True |
| 72 | 7142 | False | 384 | True | 105 | True | 100 | True |
| 73 | 97419 | False | 1020 | False | 101 | True | 101 | True |
| 74 | 8259 | False | 1175 | False | 101 | True | 102 | True |
| 75 | 118488 | True | 100 | True | 102 | True | 101 | True |
| 76 | 38638 | False | 246 | True | 100 | True | 100 | True |
| 77 | 24556 | False | 101 | True | 100 | True | 101 | True |
| 78 | 88296 | False | 399 | False | 102 | True | 101 | True |
| 79 | 67012 | False | 244 | True | 101 | True | 116 | True |
| 80 | 35943 | False | 388 | False | 161 | True | 100 | True |
| 81 | 40865 | False | 103 | True | 103 | True | 102 | True |
| 82 | - | - | 401 | True | 100 | True | 101 | True |
| 83 | 1435255 | False | 943 | True | 100 | True | 101 | True |
| 84 | 879783 | False | 2954 | False | 104 | True | 101 | True |
| 85 | - | - | 466010 | False | 286 | True | 101 | True |
| 86 | 59286 | False | 210 | True | 100 | True | 100 | True |
| 87 | 181884 | False | 1866 | True | 100 | True | 101 | True |
| 88 | 30037 | False | 573 | True | 285 | True | 276 | True |
| 89 | 79237 | False | 449 | True | 103 | True | 101 | True |
| 90 | 15188 | False | 193 | False | 100 | True | 100 | True |
| 91 | 3272 | True | 131 | True | 100 | True | 101 | True |
| 92 | 13264 | False | 246 | False | 100 | True | 102 | True |
| 93 | 30169 | False | 283 | False | 103 | False | 101 | False |
| 94 | 3518 | False | 1950 | False | 255 | True | 251 | True |
| 95 | 2507 | False | 99 | True | 100 | True | 102 | True |
| 96 | 28120 | True | 174 | True | 111 | True | 102 | True |
| 97 | 167384 | True | 414 | True | 209 | True | 125 | True |
| 98 | 33945 | True | 3768 | True | 401 | True | 308 | True |
| 99 | 7974 | True | 359 | True | 103 | True | 102 | True |
| 100 | 12175 | True | 4981 | True | 233 | True | 102 | True |
| 101 | 1486 | True | 100 | True | 101 | True | 102 | True |
| 102 | 254 | True | 102 | True | 101 | True | 101 | True |
| 103 | 1281 | True | 208 | True | 115 | True | 102 | True |

Continued on next page

Table 17 - continued from previous page

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 104 | 4265 | True | 167 | True | 101 | True | 102 | True |
| 105 | 1894 | True | 99 | True | 107 | True | 101 | True |
| 106 | 18441 | True | 101 | True | 100 | True | 101 | True |
| 107 | 50497 | False | 341 | True | 104 | True | 101 | True |
| 108 | 4747 | True | 1125 | True | 101 | True | 101 | True |
| 109 | 74918 | True | 101 | True | 100 | True | 102 | True |
| 110 | 4394 | True | 763 | True | 268 | True | 101 | True |
| 111 | 11408 | True | 103 | True | 101 | True | 100 | True |
| 112 | 9260 | True | 163 | True | 99 | True | 101 | True |
| 113 | 2292 | True | 99 | True | 100 | True | 99 | True |
| 114 | 15426 | True | 544 | True | 101 | True | 101 | True |
| 115 | 13498 | True | 99 | True | 101 | True | 101 | True |
| 116 | 28109 | True | 100 | True | 103 | True | 101 | True |
| 117 | 9277 | False | 219 | True | 102 | True | 101 | True |
| 118 | 15982 | True | 148 | True | 100 | True | 101 | True |
| 119 | 1954 | True | 285 | True | 100 | True | 101 | True |
| 120 | 1786 | True | 283 | True | 102 | True | 102 | True |
| 121 | 3574 | True | 505 | True | 286 | True | 102 | True |
| 122 | 20352 | True | 100 | True | 100 | True | 101 | True |
| 123 | 4438 | True | 177 | True | 121 | True | 100 | True |
| 124 | 6523 | True | 101 | True | 119 | True | 101 | True |
| 125 | 4662 | True | 286 | True | 101 | True | 100 | True |
| 126 | 1024 | True | 170 | True | 171 | True | 100 | True |
| 127 | 61120 | True | 139 | True | 100 | True | 101 | True |
| 128 | 2719 | True | 278 | True | 100 | True | 100 | True |
| 129 | 11209 | True | 150 | True | 101 | True | 100 | True |
| 130 | 4386 | True | 100 | True | 107 | True | 100 | True |
| 131 | 2130 | True | 162 | True | 99 | True | 101 | True |
| 132 | 10842 | True | 179 | True | 100 | True | 100 | True |
| 133 | 8829 | True | 100 | True | 101 | True | 101 | True |
| 134 | 1257 | True | 340 | True | 101 | True | 101 | True |
| 135 | 13869 | True | 171 | True | 103 | True | 99 | True |
| 136 | 1025 | True | 131 | True | 100 | True | 101 | True |
| 137 | 1991 | True | 235 | True | 99 | True | 101 | True |
| 138 | 1061 | True | 99 | True | 102 | True | 104 | True |
| 139 | 5666 | True | 99 | True | 100 | True | 100 | True |
| 140 | 1339 | True | 490 | True | 99 | True | 103 | True |
| 141 | 1115 | True | 98 | True | 99 | True | 100 | True |
| 142 | 7571 | True | 159 | True | 100 | True | 101 | True |
| 143 | 463 | True | 99 | True | 102 | True | 104 | True |
| 144 | 1871 | True | 262 | True | 100 | True | 100 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 145 | 21578 | True | 341 | True | 100 | True | 101 | True |
| 146 | 21035 | True | 475 | True | 193 | True | 104 | True |
| 147 | 572 | True | 98 | True | 99 | True | 100 | True |
| 148 | 563 | True | 98 | True | 102 | True | 99 | True |
| 149 | 36945 | True | 99 | True | 130 | True | 101 | True |
| 150 | 6400 | True | 100 | True | 109 | True | 100 | True |
| 151 | 68362 | True | 102 | True | 101 | True | 100 | True |
| 152 | 5669 | True | 151 | True | 106 | True | 140 | True |
| 153 | 17600 | True | 156 | True | 100 | True | 101 | True |
| 154 | 11486 | True | 103 | True | 102 | True | 99 | True |
| 155 | 2891 | True | 237 | True | 100 | True | 101 | True |
| 156 | 68190 | True | 580 | True | 101 | True | 101 | True |
| 157 | 10525 | True | 99 | True | 100 | True | 102 | True |
| 158 | 1928 | True | 98 | True | 99 | True | 101 | True |
| 159 | 2401 | True | 272 | True | 102 | True | 100 | True |
| 160 | 6601 | True | 99 | True | 101 | True | 101 | True |
| 161 | 1920 | True | 223 | True | 100 | True | 100 | True |
| 162 | 1038 | True | 273 | True | 115 | True | 101 | True |
| 163 | 3557 | True | 99 | True | 101 | True | 101 | True |
| 164 | 25147 | True | 397 | True | 100 | True | 100 | True |
| 165 | 11193 | True | 98 | True | 100 | True | 105 | True |
| 166 | 1910 | True | 99 | True | 101 | True | 100 | True |
| 167 | 3131 | True | 320 | True | 116 | True | 114 | True |
| 168 | 1138 | True | 240 | True | 101 | True | 110 | True |
| 169 | 1829 | True | 164 | True | 105 | True | 100 | True |
| 170 | 1653 | True | 170 | True | 101 | True | 100 | True |
| 171 | 1018 | True | 169 | True | 163 | True | 107 | True |
| 172 | 736 | True | 99 | True | 106 | True | 100 | True |
| 173 | 4313 | True | 99 | True | 105 | True | 101 | True |
| 174 | 37584 | True | 99 | True | 102 | True | 102 | True |
| 175 | 538 | True | 192 | True | 197 | True | 101 | True |
| 176 | 10231 | True | 343 | True | 157 | True | 153 | True |
| 177 | 4989 | True | 111 | True | 100 | True | 106 | True |
| 178 | 2044 | True | 101 | True | 101 | True | 108 | True |
| 179 | 649 | True | 101 | True | 105 | True | 101 | True |
| 180 | 592 | True | 101 | True | 101 | True | 101 | True |
| 181 | 332 | True | 100 | True | 99 | True | 101 | True |
| 182 | 166 | True | 99 | True | 99 | True | 100 | True |
| 183 | 382 | True | 99 | True | 100 | True | 101 | True |
| 184 | 368 | True | 100 | True | 100 | True | 100 | True |
| 185 | 515 | True | 191 | True | 100 | True | 100 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 186 | 461 | True | 99 | True | 101 | True | 101 | True |
| 187 | 808 | True | 164 | True | 99 | True | 100 | True |
| 188 | 2518 | True | 98 | True | 109 | True | 102 | True |
| 189 | 608 | True | 100 | True | 100 | True | 101 | True |
| 190 | 1162 | True | 99 | True | 99 | True | 100 | True |
| 191 | 1297 | True | 100 | True | 100 | True | 101 | True |
| 192 | 2890 | True | 100 | True | 100 | True | 102 | True |
| 193 | 2765 | True | 99 | True | 100 | True | 102 | True |
| 194 | 2336 | True | 164 | True | 102 | True | 102 | True |
| 195 | 624 | True | 100 | True | 100 | True | 102 | True |
| 196 | 1340 | True | 102 | True | 99 | True | 100 | True |
| 197 | 5056 | True | 258 | True | 100 | True | 101 | True |
| 198 | 3146 | True | 261 | True | 101 | True | 102 | True |
| 199 | 1367 | True | 261 | True | 102 | True | 100 | True |
| 200 | 2288 | True | 235 | True | 102 | True | 101 | True |
| 201 | 2449 | True | 201 | True | 101 | True | 102 | True |
| 202 | 3083 | True | 99 | True | 100 | True | 101 | True |
| 203 | 2729 | True | 100 | True | 99 | True | 101 | True |
| 204 | 2680 | True | 288 | True | 285 | True | 101 | True |
| 205 | 864 | True | 100 | True | 99 | True | 100 | True |
| 206 | 1089 | True | 99 | True | 101 | True | 101 | True |
| 207 | 866 | True | 101 | True | 99 | True | 103 | True |
| 208 | 3258 | True | 168 | True | 99 | True | 101 | True |

Table 17: Local adversarial robustness tests of the exact approach. $R T$ is the reachable set computation time in milliseconds. RES is the safety verification result. True indicates that the neural network correctly classifies the input set as expected, while False means that the neural network was unable to correctly classify the input set. Cells with ( - ) indicate cases where timeout occurs.

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 1 | 234 | Inconclusive | 205 | True | 163 | True | 103 | True |
| 2 | 278 | True | 103 | True | 102 | True | 103 | True |
| 3 | 396 | Inconclusive | 279 | True | 157 | True | 103 | True |
| 4 | 480 | Inconclusive | 128 | True | 101 | True | 104 | True |
| 5 | 391 | Inconclusive | 260 | True | 101 | True | 104 | True |
| 6 | 341 | True | 203 | True | 157 | True | 103 | True |
| 7 | 437 | Inconclusive | 104 | False | 101 | False | 104 | False |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 8 | 403 | Inconclusive | 371 | False | 181 | True | 106 | True |
| 9 | 364 | Inconclusiv | 102 | Fals | 101 | False | 103 | False |
| 10 | 351 | Inconclusive | 268 | False | 144 | True | 107 | True |
| 11 | 352 | False | 176 | True | 103 | True | 145 | True |
| 12 | 320 | True | 166 | True | 102 | True | 102 | True |
| 13 | 394 | Inconclusive | 137 | False | 102 | True | 104 | True |
| 14 | 289 | Inconclusive | 114 | False | 101 | False | 108 | False |
| 15 | 438 | Inconclusive | 214 | False | 101 | False | 102 | False |
| 16 | 362 | False | 134 | True | 101 | True | 103 | True |
| 17 | 321 | Inconclusive | 140 | True | 100 | True | 110 | True |
| 18 | 420 | Inconclusive | 193 | False | 100 | True | 104 | True |
| 19 | 299 | True | 107 | True | 100 | True | 102 | True |
| 20 | 454 | Inconclusive | 390 | True | 100 | True | 106 | True |
| 21 | 459 | Inconclusive | 105 | True | 101 | True | 103 | True |
| 22 | 498 | True | 143 | True | 101 | True | 103 | True |
| 23 | 369 | Inconclusive | 204 | True | 101 | True | 107 | True |
| 24 | 385 | True | 160 | True | 101 | True | 103 | True |
| 25 | 342 | True | 154 | True | 103 | True | 104 | True |
| 26 | 310 | Inconclusive | 101 | True | 103 | True | 105 | True |
| 27 | 554 | Inconclusive | 384 | True | 172 | True | 137 | True |
| 28 | 338 | Inconclusive | 112 | True | 102 | True | 103 | True |
| 29 | 564 | Inconclusive | 106 | True | 106 | True | 106 | True |
| 30 | 494 | Inconclusive | 167 | True | 158 | True | 104 | True |
| 31 | 296 | Inconclusive | 106 | True | 101 | True | 103 | True |
| 32 | 336 | Inconclusive | 164 | True | 106 | True | 107 | True |
| 33 | 512 | True | 156 | True | 102 | True | 104 | True |
| 34 | 474 | Inconclusive | 292 | False | 199 | True | 103 | True |
| 35 | 377 | Inconclusive | 140 | True | 102 | True | 104 | True |
| 36 | 436 | Inconclusive | 246 | True | 180 | True | 103 | True |
| 37 | 380 | True | 102 | True | 103 | True | 107 | True |
| 38 | 211 | Inconclusive | 104 | True | 103 | True | 106 | True |
| 39 | 436 | True | 101 | True | 111 | Tru | 104 | True |
| 40 | 345 | True | 105 | True | 103 | True | 104 | True |
| 41 | 321 | Inconclusive | 175 | True | 102 | True | 105 | True |
| 42 | 424 | True | 191 | True | 106 | True | 104 | True |
| 43 | 374 | True | 118 | True | 102 | True | 103 | True |
| 44 | 247 | True | 103 | True | 102 | True | 106 | True |
| 45 | 504 | Inconclusive | 108 | True | 108 | True | 113 | True |
| 46 | 574 | Inconclusive | 186 | True | 102 | True | 104 | True |
| 47 | 410 | Inconclusive | 253 | False | 102 | True | 106 | True |
| 48 | 379 | Inconclusive | 105 | False | 105 | False | 102 | False |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 49 | 411 | Inconclusive | 105 | False | 103 | True | 104 | True |
| 50 | 396 | Inconclusive | 140 | True | 101 | True | 106 | True |
| 51 | 415 | True | 198 | True | 104 | True | 102 | True |
| 52 | 497 | True | 106 | True | 103 | True | 103 | True |
| 53 | 346 | Inconclusive | 111 | True | 106 | True | 111 | True |
| 54 | 339 | Inconclusive | 107 | True | 103 | True | 103 | True |
| 55 | 350 | Inconclusive | 145 | False | 102 | True | 104 | True |
| 56 | 321 | Inconclusive | 102 | False | 103 | True | 107 | True |
| 57 | 361 | Inconclusive | 105 | True | 107 | True | 103 | True |
| 58 | 323 | True | 120 | True | 102 | True | 103 | True |
| 59 | 329 | False | 102 | True | 103 | True | 106 | True |
| 60 | 443 | True | 102 | True | 104 | True | 103 | True |
| 61 | 298 | False | 143 | True | 102 | True | 103 | True |
| 62 | 431 | False | 128 | True | 104 | True | 107 | True |
| 63 | 442 | False | 103 | True | 110 | True | 104 | True |
| 64 | 434 | True | 153 | True | 156 | True | 104 | True |
| 65 | 337 | True | 107 | True | 104 | True | 105 | True |
| 66 | 402 | True | 103 | True | 103 | True | 119 | True |
| 67 | 441 | True | 207 | True | 131 | True | 104 | True |
| 68 | 425 | False | 157 | True | 109 | True | 102 | True |
| 69 | 378 | False | 181 | True | 102 | True | 126 | True |
| 70 | 426 | Inconclusive | 155 | True | 133 | True | 147 | True |
| 71 | 418 | Inconclusive | 164 | True | 105 | True | 103 | True |
| 72 | 416 | Inconclusive | 180 | True | 104 | True | 103 | True |
| 73 | 447 | Inconclusive | 203 | False | 104 | True | 105 | True |
| 74 | 298 | Inconclusive | 218 | False | 103 | True | 104 | True |
| 75 | 507 | True | 103 | True | 104 | True | 103 | True |
| 76 | 479 | Inconclusive | 145 | True | 105 | True | 103 | True |
| 77 | 502 | Inconclusive | 105 | True | 104 | True | 104 | True |
| 78 | 476 | Inconclusive | 176 | True | 105 | True | 102 | True |
| 79 | 505 | Inconclusive | 144 | True | 107 | True | 102 | True |
| 80 | 389 | Inconclusive | 186 | True | 128 | True | 103 | True |
| 81 | 495 | Inconclusive | 103 | True | 102 | True | 103 | True |
| 82 | 569 | Inconclusive | 176 | True | 102 | True | 104 | True |
| 83 | 541 | Inconclusive | 251 | True | 104 | True | 103 | True |
| 84 | 515 | Inconclusive | 337 | True | 104 | True | 104 | True |
| 85 | 578 | Inconclusive | 413 | False | 158 | True | 103 | True |
| 86 | 349 | Inconclusive | 130 | True | 103 | True | 103 | True |
| 87 | 414 | False | 251 | True | 104 | True | 103 | True |
| 88 | 367 | Inconclusive | 202 | True | 158 | True | 171 | True |
| 89 | 427 | Inconclusive | 161 | True | 102 | True | 102 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 90 | 326 | Inconclusive | 126 | False | 102 | True | 104 | True |
| 91 | 259 | True | 110 | True | 105 | True | 103 | True |
| 92 | 436 | Inconclusive | 150 | True | 103 | True | 104 | True |
| 93 | 410 | Inconclusive | 152 | True | 103 | False | 104 | False |
| 94 | 293 | Inconclusive | 208 | True | 147 | True | 146 | True |
| 95 | 286 | Inconclusive | 103 | True | 103 | True | 102 | True |
| 96 | 411 | True | 126 | True | 114 | True | 105 | True |
| 97 | 586 | True | 139 | True | 128 | True | 112 | True |
| 98 | 407 | Inconclusive | 367 | True | 177 | True | 174 | True |
| 99 | 339 | True | 167 | True | 104 | True | 101 | True |
| 100 | 405 | Inconclusive | 301 | True | 145 | True | 104 | True |
| 101 | 259 | True | 103 | True | 110 | True | 104 | True |
| 102 | 141 | Inconclusive | 106 | True | 107 | True | 103 | True |
| 103 | 359 | True | 142 | True | 101 | True | 103 | True |
| 104 | 317 | True | 127 | True | 104 | True | 105 | True |
| 105 | 313 | True | 101 | True | 108 | True | 103 | True |
| 106 | 329 | Inconclusive | 101 | True | 103 | True | 102 | True |
| 107 | 503 | Inconclusive | 151 | True | 101 | True | 104 | True |
| 108 | 342 | Inconclusive | 229 | True | 108 | True | 103 | True |
| 109 | 401 | Inconclusive | 102 | True | 102 | True | 103 | True |
| 110 | 383 | Inconclusive | 225 | True | 156 | True | 103 | True |
| 111 | 366 | Inconclusive | 102 | True | 141 | True | 102 | True |
| 112 | 299 | True | 119 | True | 129 | True | 102 | True |
| 113 | 305 | Inconclusive | 102 | True | 103 | True | 103 | True |
| 114 | 379 | Inconclusive | 190 | True | 104 | True | 105 | True |
| 115 | 378 | Inconclusive | 101 | True | 103 | True | 103 | True |
| 116 | 413 | Inconclusive | 102 | True | 103 | True | 104 | True |
| 117 | 377 | Inconclusive | 136 | True | 107 | True | 103 | True |
| 118 | 361 | True | 116 | True | 103 | True | 103 | True |
| 119 | 293 | Inconclusive | 159 | True | 103 | True | 105 | True |
| 120 | 260 | True | 149 | True | 109 | True | 103 | True |
| 121 | 320 | Inconclusive | 218 | True | 185 | True | 104 | True |
| 122 | 398 | True | 101 | True | 105 | True | 103 | True |
| 123 | 328 | True | 127 | True | 103 | True | 103 | True |
| 124 | 360 | Inconclusive | 102 | True | 102 | True | 103 | True |
| 125 | 328 | True | 165 | True | 103 | True | 103 | True |
| 126 | 251 | Inconclusive | 125 | True | 131 | True | 103 | True |
| 127 | 354 | True | 113 | True | 104 | True | 103 | True |
| 128 | 331 | Inconclusive | 150 | True | 108 | True | 104 | True |
| 129 | 264 | True | 120 | True | 103 | True | 102 | True |
| 130 | 314 | True | 102 | True | 102 | True | 102 | True |
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|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 131 | 233 | True | 126 | True | 138 | True | 103 | True |
| 132 | 285 | True | 123 | True | 101 | True | 103 | True |
| 133 | 359 | True | 103 | True | 106 | True | 104 | True |
| 134 | 185 | True | 157 | True | 105 | True | 103 | True |
| 135 | 403 | True | 126 | True | 105 | True | 102 | True |
| 136 | 260 | True | 112 | True | 103 | True | 102 | True |
| 137 | 232 | True | 144 | True | 103 | True | 105 | True |
| 138 | 226 | True | 102 | True | 102 | True | 103 | True |
| 139 | 380 | True | 101 | True | 104 | True | 102 | True |
| 140 | 256 | True | 232 | True | 102 | True | 103 | True |
| 141 | 293 | True | 101 | True | 107 | True | 105 | True |
| 142 | 352 | True | 118 | True | 101 | True | 102 | True |
| 143 | 197 | True | 101 | True | 104 | True | 104 | True |
| 144 | 296 | True | 158 | True | 104 | True | 102 | True |
| 145 | 359 | True | 149 | True | 103 | True | 102 | True |
| 146 | 374 | True | 182 | True | 145 | True | 103 | True |
| 147 | 195 | True | 100 | True | 103 | True | 106 | True |
| 148 | 192 | True | 101 | True | 104 | True | 101 | True |
| 149 | 484 | True | 102 | True | 134 | True | 102 | True |
| 150 | 376 | True | 102 | True | 109 | True | 105 | True |
| 151 | 564 | Inconclusive | 102 | True | 103 | True | 103 | True |
| 152 | 375 | Inconclusive | 116 | True | 103 | True | 138 | True |
| 153 | 407 | Inconclusive | 120 | True | 110 | True | 122 | True |
| 154 | 369 | Inconclusive | 101 | True | 104 | True | 102 | True |
| 155 | 303 | Inconclusive | 149 | True | 107 | True | 111 | True |
| 156 | 528 | Inconclusive | 196 | True | 103 | True | 104 | True |
| 157 | 355 | True | 100 | True | 103 | True | 102 | True |
| 158 | 315 | True | 102 | True | 102 | True | 104 | True |
| 159 | 302 | True | 141 | True | 103 | True | 104 | True |
| 160 | 304 | Inconclusive | 101 | True | 105 | True | 104 | True |
| 161 | 353 | True | 136 | True | 103 | True | 102 | True |
| 162 | 224 | True | 151 | True | 104 | True | 101 | True |
| 163 | 351 | True | 101 | True | 137 | True | 103 | True |
| 164 | 446 | Inconclusive | 155 | True | 102 | True | 103 | True |
| 165 | 401 | True | 100 | True | 105 | True | 103 | True |
| 166 | 276 | Inconclusive | 101 | True | 103 | True | 104 | True |
| 167 | 336 | True | 175 | True | 110 | True | 108 | True |
| 168 | 253 | Inconclusive | 159 | True | 104 | True | 102 | True |
| 169 | 281 | Inconclusive | 120 | True | 102 | True | 110 | True |
| 170 | 282 | True | 123 | True | 109 | True | 102 | True |
| 171 | 227 | Inconclusive | 125 | True | 122 | True | 102 | True |

Table 18 - continued from previous page

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT | RES |
| 172 | 224 | True | 101 | True | 101 | True | 106 | True |
| 173 | 323 | True | 101 | True | 116 | True | 103 | True |
| 174 | 385 | True | 102 | True | 109 | True | 102 | True |
| 175 | 213 | True | 138 | True | 137 | True | 104 | True |
| 176 | 278 | True | 156 | True | 118 | True | 120 | True |
| 177 | 324 | True | 105 | True | 101 | True | 103 | True |
| 178 | 284 | Inconclusive | 101 | True | 104 | True | 103 | True |
| 179 | 193 | Inconclusive | 103 | True | 104 | True | 105 | True |
| 180 | 227 | True | 101 | True | 102 | True | 103 | True |
| 181 | 189 | True | 102 | True | 102 | True | 104 | True |
| 182 | 124 | True | 100 | True | 102 | True | 102 | True |
| 183 | 171 | True | 101 | True | 102 | True | 102 | True |
| 184 | 170 | True | 102 | True | 102 | True | 103 | True |
| 185 | 190 | True | 130 | True | 103 | True | 102 | True |
| 186 | 194 | True | 101 | True | 105 | True | 102 | True |
| 187 | 248 | True | 127 | True | 102 | True | 105 | True |
| 188 | 348 | True | 101 | True | 101 | True | 104 | True |
| 189 | 221 | True | 102 | True | 103 | True | 103 | True |
| 190 | 240 | Inconclusive | 102 | True | 102 | True | 103 | True |
| 191 | 246 | True | 102 | True | 102 | True | 103 | True |
| 192 | 293 | Inconclusive | 104 | True | 105 | True | 104 | True |
| 193 | 357 | True | 102 | True | 103 | True | 105 | True |
| 194 | 261 | Inconclusive | 121 | True | 103 | True | 103 | True |
| 195 | 208 | Inconclusive | 101 | True | 104 | True | 103 | True |
| 196 | 248 | True | 103 | True | 102 | True | 102 | True |
| 197 | 351 | True | 175 | True | 103 | True | 103 | True |
| 198 | 297 | True | 142 | True | 105 | True | 102 | True |
| 199 | 245 | True | 149 | True | 105 | True | 104 | True |
| 200 | 283 | True | 154 | True | 104 | True | 103 | True |
| 201 | 275 | True | 144 | True | 108 | True | 102 | True |
| 202 | 280 | True | 102 | True | 102 | True | 106 | True |
| 203 | 323 | True | 102 | True | 102 | True | 102 | True |
| 204 | 274 | True | 165 | True | 177 | True | 103 | True |
| 205 | 247 | True | 101 | True | 102 | True | 105 | True |
| 206 | 250 | True | 102 | True | 103 | True | 103 | True |
| 207 | 236 | True | 101 | True | 101 | True | 104 | True |
| 208 | 302 | Inconclusive | 129 | True | 101 | True | 102 | True |

Table 18 - continued from previous page

|  | $\delta=0.01$ |  | $\delta=0.001$ |  | $\delta=0.0001$ |  | $\delta=0.00001$ |  |
| :--- | :---: | ---: | :---: | :---: | ---: | ---: | ---: | :---: |
|  | RT | RES | RT | RES | RT | RES | RT |  |

Table 18: Local adversarial robustness tests of the over-approximate approach. $R T$ is the reachable set computation time in milliseconds. RES is the safety verification result. True indicates that the neural network correctly classifies the input set as expected, while False means that the neural network was unable to correctly classify the input set. Additionally, Inconclusive is assigned when the reachability analysis algorithm cannot provide a conclusive answer due to the over-approximation errors.


[^0]:    ${ }^{1}$ Implementation available online at https://github.com/hypro/hypro For reproducing the experimental results, please check the Case Studies/Neural Network Verification subsection of HyPro's GitHub page: see the README.md file.

