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#### Abstract

Usual termination proofs for a functional program require to check all the possible reduction paths. Due to an exponential gap between the height and size of such the reduction tree, no naive formalization of termination proofs yields a connection to the polynomial complexity of the given program. We solve this problem employing the notion of minimal function graph, a set of pairs of a term and its normal form, which is defined as the least fixed point of a monotone operator. We show that termination proofs for programs reducing under lexicographic path orders (LPOs for short) and polynomially quasi-interpretable can be optimally performed in a weak fragment of Peano arithmetic. This yields an alternative proof of the fact that every function computed by an LPO-terminating, polynomially quasi-interpretable program is computable in polynomial space. The formalization is indeed optimal since every polynomial-space computable function can be computed by such a program. The crucial observation is that inductive definitions of minimal function graphs under LPO-terminating programs can be approximated with transfinite induction along LPOs.


## 1 Introduction

### 1.1 Motivation

The termination of a program states that any reduction under the program leads to a normal form. Recent developments in termination analysis of first order functional programs, or of term rewrite systems more specifically, have drawn interest in computational resource analysis, i.e., not just the termination but also the estimation of time/space-resources required to execute a given program, which includes the polynomial run-space complexity analysis. Usual termination proofs for a program require to check all the possible reduction paths under the program. Due to an exponential gap between the height and size of such the reduction tree, no naive termination proof yields a connection to the polynomial complexity of the given program. For the sake of optimal termination proofs, it seems necessary to discuss "all the possible reduction paths" by means of an alternative notion smaller in size than reduction trees.

### 1.2 Backgrounds

Stemming from [21], there are various functional characterizations of polynomial-space computable functions [14, 16, 17, 9], Those characterizations state that every poly-space computable function can be defined by a finite set of equations, i.e., by a functional program. Orienting those equations suitably, such programs reduce under a termination order, the lexicographic path orders (LPOs for short). The well-founded-ness of LPOs yields the termination of the reducing programs.
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In the seminal work [5], it was discussed, depending on the choice of a termination order, what mathematical axiom is necessary to formalize termination proofs by the termination order within Peano arithmetic PA that axiomatizes ordered semi-rings with mathematical induction. In case of multiset path orders (MPOs for short), termination proofs can be formalized in the fragment of PA with induction restricted to computably enumerable sets. This yields an alternative proof of the fact that every function computed by an MPO-terminating program is primitive recursive, cf. [10]. The formalization is optimal since every primitive recursive function can be computed by an MPO-terminating program. In case of LPOs, termination proofs can be formalized in the fragment with induction restricted to expressions of the form " $f$ is total" for some computable function $f$. The formalization is optimal in the same sense as in case of MPOs, cf. [22].

In more recent works [3, 4], MPOs and LPOs are combined with polynomial quasi-interpretations (PQIs for short). Unlike (strict) polynomial interpretations [2], the existence of a quasi-interpretation does not tell us anything about termination. However, combined with these termination orders, the PQI can be a powerful method in computational resource analysis. Indeed, those functional programs characterizing poly-space computable functions that was motioned above admit PQIs. This means that every poly-space computable function can be computed by an LPO-terminating program that admits a PQI. Moreover, conversely, every function computed by such a program is computable in polynomial space [3, Theorem 1].

### 1.3 Outline

In Section 2]we fix the syntax of first order functional programs and the semantics in accordance with the syntax. In Section 3 we present the definitions of LPOs and PQIs together with some examples, stating an application to poly-space computable functions (Theorem[1, [3, Theorem 1]). In Section 4]we present the framework of formalization. For an underlying formal system, a second order system $\mathrm{U}_{2}^{1}$ of bounded arithmetic [6], which can be regarded as a weak fragment of PA, seems suitable since it is known that the system $\mathrm{U}_{2}^{1}$ is complete for poly-space computable functions (Theorem (212).

In [5], the termination of a program reducing under an $\mathrm{LPO}<_{\text {Ipo }}$ is deduced by showing that, given a term $t$, a tree containing all the possible reduction chains starting with $t$ is well founded under $<_{\text {lpo }}$. The same construction of such reduction trees does not work in $\mathrm{U}_{2}^{1}$ essentially because the exponentiation $m \mapsto 2^{m}$ is not available. We lift the problem employing the notion of minimal function graph [12, 11, 15], a set of pairs of a term and its normal form. Given a term $t$, instead of constructing a reduction tree rooted at $t$, we construct a (subset of a) minimal function graph that stores the pair of $t$ and a normal form of $t$. Typically, a minimal function graph is inductively defined, or in other words defined as the least fixed point of a monotone operator. Let us recall that the set of natural numbers is the least fixed point of the operator $m \in \Gamma(X) \Longleftrightarrow m=0 \vee \exists n \in X$ s.t. $m=n+1$. As seen from this example, many instances of inductive definitions are induced by operators of the form $t \in \Gamma(X) \Longleftrightarrow \exists s_{1}, \ldots, s_{k} \in X \ldots$. Crucially, a minimal function graph under a program reducing under an LPO $<_{\text {lpo }}$ can be defined as the least fixed point of such an operator but also $t \in \Gamma(X) \Longleftrightarrow \exists s_{1}, \ldots, s_{k} \in X \wedge s_{1}, \ldots, s_{k}<_{\text {lpo }} t \cdots$ holds. Thanks to the additional condition $s_{1}, \ldots, s_{k}<_{\text {lpo }} t$, the minimal function graphs under the program can be defined by $<_{\text {Ipo-transfinite induction as well as inductive definitions. In Section } 5 \text { this idea is discussed in more }}$ details.

In the main section, Section 6 the full details about the formalization are given. Most of the effort is devoted to deduce in $\mathrm{U}_{2}^{1}$ an appropriate form of transfinite induction along LPOs (Lemma 5). Based on the idea above, we then construct a minimal function graph $G$ for a given program $\mathbf{R}$ reducing under an LPO $<_{\text {lpo }}$ by $<_{\text {lpo-transfinite induction (Theorem 3). Since } G \text { stores all the pairs of a term and its }}$
$\mathbf{R}$-normal form, this means the termination of the program $\mathbf{R}$.
In Section 7it is shown that the formalization presented in Section 6 yields that every function computed by an LPO-terminating program that admits a PQI is poly-space computable (Corollary 3). This shows that the formalization is optimal since such programs can only compute poly-space computable functions as mentioned in Section 1.2

## 2 Syntax and semantics of first order functional programs

Throughout the paper, a program denotes a term rewrite system. We sometimes use unusual notations or formulations for the sake of simplification. More precise, widely accepted formulations can be found, e.g., in [20].

Definition 1 (Constuctor-, basic-, terms, rewrite rules, sizes of terms). Let $\mathbf{C}$ and $\mathbf{D}$ be disjoint finite signatures, respectively of constructors and defined symbols, and $\mathbf{V}$ a countably infinite set of variables. We assume that $\mathbf{C}$ contains at least one constant. The sets $\mathbf{T}(\mathbf{C} \cup \mathbf{D}, \mathbf{V})$ of terms, $\mathbf{T}(\mathbf{C}, \mathbf{V})$ of constructor terms, $\mathbf{B}(\mathbf{C} \cup \mathbf{D}, \mathbf{V})$ of basic terms and $\mathbf{R}(\mathbf{C} \cup \mathbf{D}, \mathbf{V})$ of rewrite rules are distinguished as follows.

$$
\begin{array}{lcl}
\text { (Terms) } & t::=x\left|c\left(t_{1}, \ldots, t_{l}\right)\right| f\left(t_{1}, \ldots, t_{l}\right) & \in \mathbf{T}(\mathbf{C} \cup \mathbf{D}, \mathbf{V}) ; \\
\text { (Constructor terms) } & s::=x \mid c\left(s_{1}, \ldots, s_{k}\right) & \in \mathbf{T}(\mathbf{C}, \mathbf{V}) ; \\
\text { (Basic terms) } & u::=f\left(s_{1}, \ldots, s_{k}\right) & \in \mathbf{R}(\mathbf{C} \cup \mathbf{D}, \mathbf{V}) ; \\
\text { (Rewrite rules) } & \rho::=u \rightarrow t &
\end{array}
$$

where $x \in \mathbf{V}, c \in \mathbf{C}, f \in \mathbf{D}, t, t_{1}, \ldots, t_{l} \in \mathbf{T}(\mathbf{C} \cup \mathbf{D}, \mathbf{V}), s_{1}, \ldots, s_{k} \in \mathbf{T}(\mathbf{C}, \mathbf{V})$ and $u \in \mathbf{B}(\mathbf{C} \cup \mathbf{D}, \mathbf{V})$. For such a class $\mathbf{S}(\mathbf{F}, \mathbf{V})$ of terms, $\mathbf{S}(\mathbf{F})$ denotes the subset of closed terms. The size $\|t\|$ of a term $t$ is defined as $\|x\|=1$ for a variable $x$ and $\left\|f\left(t_{1}, \ldots, t_{k}\right)\right\|=1+\sum_{j=1}^{k}\left\|t_{j}\right\|$.
Definition 2 (Substitutions, quasi-reducible programs, rewrite relations). A program $\mathbf{R}$ is a finite subset of $\mathbf{R}(\mathbf{C} \cup \mathbf{D}, \mathbf{V})$ consisting of rewrite rules of the form $l \rightarrow r$ such that the variables occurring in $r$ occur in $l$ as well. A mapping $\theta: \mathbf{V} \rightarrow \mathbf{S}(\mathbf{F}, \mathbf{V})$ from variables to a set $\mathbf{S}(\mathbf{F}, \mathbf{V})$ of terms is called a substitution. For a term $t \in \mathbf{S}(\mathbf{F}, \mathbf{V}), t \theta$ denotes the result of replacing every variable $x$ with $\theta(x)$. A program $\mathbf{R}$ is quasireducible if, for any closed basic term $t \in \mathbf{B}(\mathbf{C} \cup \mathbf{F})$, there exist a rule $l \rightarrow r \in \mathbf{R}$ and a substitution $\theta$ : $\mathbf{V} \rightarrow \mathbf{T}(\mathbf{C})$ such that $t=l \theta$. We restrict reductions to those under call-by-value evaluation, or innermost reductions more precisely. For three terms $t, u, v$, we write $t[u / v]$ to denote the result of replacing an occurrence of $v$ with $u$. It will not be indicated which occurrence of $v$ is replaced if no confusion likely arises. We write $t \stackrel{i}{\rightarrow}_{\mathbf{R}} s$ if $s=t[r \theta / l \theta]$ holds for some rule $l \rightarrow r \in \mathbf{R}$ and constructor substitution $\theta: \mathbf{V} \rightarrow \mathbf{T}(\mathbf{C})$. We write $\stackrel{i}{\rightarrow}_{\mathbf{R}}^{*}$ to denote the reflexive and transitive closure of ${\underset{\rightarrow}{\rightarrow}}_{\mathbf{R}}$ and $t{\underset{\rightarrow}{\rightarrow}}_{\mathbf{R}}^{\prime} s$ if $t{\underset{\rightarrow}{\mathbf{R}}}_{\mathbf{R}}^{*} s$ and $s$ is a normal form. By definition, for any quasi-reducible program $\mathbf{R}$, if $t{\underset{\mathbf{R}}{\mathbf{R}}}^{i_{\mathbf{i}}} s$ and $t$ is closed, then $s \in \mathbf{T}(\mathbf{C})$ holds.

A program $\mathbf{R}$ computes a function if any closed basic term has a unique normal form in $\mathbf{T}(\mathbf{C})$. In this case, for every $k$-ary function symbol $f \in \mathbf{D}$, a function $\lceil f\rceil: \mathbf{T}(\mathbf{C})^{k} \rightarrow \mathbf{T}(\mathbf{C})$ is defined by $\left[f \|\left(s_{1}, \ldots, s_{k}\right)=\right.$ $s \Longleftrightarrow f\left(s_{1}, \ldots, s_{k}\right) \stackrel{i}{\rightarrow}_{\stackrel{i}{\mathbf{R}}} s$.

## 3 Lexicographic path orders and quasi-interpretations

Lexicographic path orders are recursive path orders with lexicographic status only, whose variant was introduced in [13]. Recursive path orders with multiset status only were introduced in [8] and a modern formulation with both multiset and lexicographic status can be found in [20, page 211]. Let $<_{\mathbf{F}}$ be a
(strict) precedence, a well-founded partial order on a signature $\mathbf{F}=\mathbf{C} \cup \mathbf{D}$. We always assume that every constructor is $<_{\mathbf{F}}$-minimal. The lexicographic path order (LPO for short) $<_{\text {Ipo }}$ induced by $<_{\mathbf{F}}$ is defined recursively by the following three rules.

1. $\frac{s \leqslant \operatorname{lpo} t_{i}}{s<\operatorname{lpo} g\left(t_{1}, \ldots, t_{l}\right)}(i \in\{1, \ldots, l\})$
2. $\frac{s_{1}<_{\operatorname{lpo}} g\left(t_{1}, \ldots, t_{l}\right) \quad \cdots \quad s_{k}<_{\operatorname{lpo}} g\left(t_{1}, \ldots, t_{l}\right)}{f\left(s_{1}, \ldots, s_{k}\right)<_{\operatorname{lpo}} g\left(t_{1}, \ldots, t_{l}\right)}\left(f<_{\mathbf{F}} g \in \mathbf{D}\right)$
3. $\frac{s_{1}=t_{1} \cdots s_{i-1}=t_{i-1} \quad s_{i}<\operatorname{lpo}_{i} \quad s_{i+1}<\operatorname{lpo} t \cdots s_{k}<\operatorname{lpo} t}{f\left(s_{1}, \ldots, s_{k}\right)<\operatorname{lpo}_{\mathrm{lpo}} f\left(t_{1}, \ldots, t_{k}\right)=t}(f \in \mathbf{D})$

We say that a program $\mathbf{R}$ reduces under $<_{\mathrm{lpo}}$ if $r<_{\mathrm{Ipo}} l$ holds for each rule $l \rightarrow r \in \mathbf{R}$ and that $\mathbf{R}$ is LPO-terminating if there exists an LPO under which $\mathbf{R}$ reduces. We write $s<_{\mathrm{lpo}}^{\langle i\rangle} t$ if $s<_{\mathrm{lpo}} t$ results as an instance of the above $i^{\text {th }}$ case ( $i=1,2,3$ ). Corollary 1 is a consequence of the definition of LPOs, following from $<_{\mathbf{F}}$-minimality of constructors.
Corollary 1. If $s<{ }_{\mathrm{lpo}}$ t and $t \in \mathbf{T}(\mathbf{C})$, then $s<_{\mathrm{Ipo}}^{\square} t$ and $s \in \mathbf{T}(\mathbf{C})$.
A quasi-interpretation $(\cdot)$ for a signature $\mathbf{F}$ is a mapping from $\mathbf{F}$ to functions over naturals fulfilling (i) $(f): \mathbb{N}^{k} \rightarrow \mathbb{N}$ for each $k$-ary function symbol $f \in \mathbf{F}$, (ii) $(f)(\ldots, m, \ldots) \leq \backslash f \emptyset(\ldots, n, \ldots)$ whenever $m<n$, (iii) $m_{j} \leq(f)\left(m_{1}, \ldots, m_{k}\right)$ for any $j \in\{1, \ldots, k\}$, and (iv) $0<(f)$ if $f$ is a constant. A quasi-interpretation $(\cdot)$ for a signature $\mathbf{F}$ is extended to closed terms $\mathbf{T}(\mathbf{F})$ by $\left(f\left(t_{1}, \ldots, t_{k}\right)\right)=$ $(f)\left(\left(t_{1}\right), \ldots,\left(t_{k}\right)\right)$. Such an interpretation $(\cdot)$ is called a quasi-interpretation for a program $\mathbf{R}$ if $(r \theta) \leq$ $(l \theta)$ holds for each rule $l \rightarrow r \in \mathbf{R}$ and for any constructor substitution $\theta: \mathbf{V} \rightarrow \mathbf{T}(\mathbf{C})$. A program $\mathbf{R}$ admits a polynomial quasi-interpretation (PQI for short) if there exists a quasi-interpretation $(\cdot \|)$ for $\mathbf{R}$ such that $(f)$ ) is polynomially bounded for each $f \in \mathbf{F}$. A PQI $(\cdot)$ is called kind 0 (or additive [4]) if, for each constructor $c \in \mathbf{C},\left(c \downarrow\left(m_{1}, \ldots, m_{k}\right)=d+\sum_{j=1}^{k} m_{j}\right.$ holds for some constant $d>0$. An LPO-terminating program $\mathbf{R}$ is called an $L P O^{\text {Poly }(0)}$-program if $\mathbf{R}$ admits a kind 0 PQI.
Theorem 1 ([3]). Every function computed by an LPO Poly $(0)$-program is computable in polynomial space.
Conversely, every polynomial-space computable function can be computed by an LPO $^{\text {Poly }(0)}$ - program [3. Theorem 1]. In [4] various examples of programs admitting (kind 0) PQIs are illustrated, including LPO ${ }^{\text {Poly }(0)}$-programs $\mathbf{R}_{\text {Ics }}$ and $\mathbf{R}_{\text {QBF }}$ below.
Example 1. The length of the longest common subsequences of two strings can be computed by a program $\mathbf{R}_{\text {cs }}$ [4] Example 6], which consists of the following rewrite rules defined over a signature $\mathbf{F}=\mathbf{C} \cup \mathbf{D}$ where $\mathbf{C}=\{0, \mathrm{~s}, \boldsymbol{\varepsilon}, \mathrm{a}, \mathrm{b}\}$ and $\mathbf{D}=\{$ max, Ics$\}$.

$$
\begin{array}{rllll}
\max (x, 0) & \rightarrow x & \max (\mathrm{~s}(x), \mathrm{s}(y)) & \rightarrow \mathrm{s}(\max (x, y)) & \\
\max (0, y) & \rightarrow y & & \\
\operatorname{Ics}(x, \varepsilon) & \rightarrow 0 & \operatorname{Ics}(\mathrm{i}(x), \mathrm{i}(y)) & \rightarrow \mathrm{s}(\operatorname{lcs}(x, y)) & (\mathrm{i} \in\{\mathrm{a}, \mathrm{~b}\}) \\
\operatorname{lcs}(\varepsilon, y) & \rightarrow 0 & \operatorname{Ics}(\mathrm{i}(x), \mathrm{j}(y)) & \rightarrow \max (\operatorname{lcs}(x, \mathrm{j}(y)), \operatorname{lcs}(\mathrm{i}(x), y)) & (\mathrm{i} \neq \mathrm{j} \in\{\mathrm{a}, \mathrm{~b}\})
\end{array}
$$

Natural numbers are built of 0 and s and strings of a and b as $\mathrm{a}(u)=\mathrm{a} u$ for a string $u \in\{\mathrm{a}, \mathrm{b}\}^{*}$. The symbol $\varepsilon$ denotes the empty string. Define a precedence $<_{\mathbf{F}}$ on $\mathbf{F}$ by max $<_{\mathbf{F}}$ Ics. Assuming that every constructor is $<_{\mathbf{F}}$-minimal, the program $\mathbf{R}_{\text {cs }}$ reduces under the LPO $<_{\text {lpo }}$ induced by $<_{\mathbf{F}}$. For instance, the orientation $\max (\operatorname{lcs}(x, \mathrm{~b}(y)), \operatorname{lcs}(\mathrm{a}(x), y))<\operatorname{lpo}^{\operatorname{lcs}}(\mathrm{a}(x), \mathrm{b}(y))$ can be deduced as follows. The orienta-

 $\operatorname{lcs}(\mathrm{a}(x), \mathrm{b}(y))$. It can be seen that the program $\mathbf{R}_{\mathrm{Ics}}$ admits the kind $\left.0 \mathrm{PQI} \| \cdot\right)$ defined by

$$
\begin{aligned}
(0)=(\varepsilon) & =1 \\
(\mathrm{~s})(x)=(\mathrm{a})(x)=(\mathrm{b})(x) & =1+x \\
(\max )(x, y)=(\mid \operatorname{cs})(x, y) & =\max (x, y) .
\end{aligned}
$$

This is exemplified as $(\max (\operatorname{lcs}(x, \mathrm{~b}(y)), \operatorname{lcs}(\mathrm{a}(x), y)))=\max (\max (x, 1+y), \max (1+x, y)) \leq \max (1+$ $x, 1+y)=(\mid \operatorname{cs}(\mathrm{a}(x), \mathrm{b}(y)))$. Thus Theorem $\square$ implies that the function $[\mid \mathrm{cs}]$ can be computed in polynomial space.
Example 2. The Quantified Boolean Formula ( QBF ) problem can be solved by a program $\mathbf{R}_{\mathrm{QBF}}$ [4], Example 36], which consists of the following rewrite rules defined over a signature $\mathbf{F}=\mathbf{C} \cup \mathbf{D}$ where $\mathbf{C}=\{0, \mathrm{~s}$, nil, cons, $\top, \perp$, var, $\neg, \vee, \exists\}$ and $\mathbf{D}=\{=$, not, or, in, verify, qbf $\}$.

$$
\begin{aligned}
& \operatorname{not}(T) \rightarrow \perp \quad \operatorname{not}(\perp) \rightarrow \top \\
& \text { or }(\top, x) \rightarrow \top \quad \text { or }(\perp, x) \rightarrow x \\
& 0=0 \rightarrow \top \quad \mathrm{~s}(x)=0 \rightarrow \perp \\
& 0=\mathrm{s}(x) \rightarrow \perp \quad \mathrm{s}(x)=\mathrm{s}(y) \quad \rightarrow \quad x=y \\
& \text { in }(x, \text { nil }) \rightarrow \perp \operatorname{in}(x, \operatorname{cons}(y, y s)) \rightarrow \text { or }(x=y, \operatorname{in}(x, y s)) \\
& \text { verify }(\operatorname{var}(x), x s) \rightarrow \operatorname{in}(x, x s) \\
& \text { verify }(\neg x, x s) \rightarrow \operatorname{not}(\operatorname{verify}(x, x s)) \\
& \text { verify }(x \vee y, x s) \rightarrow \operatorname{or}(\operatorname{verify}(x, x s) \text {, verify }(y, x s)) \\
& \text { verify }((\exists x) y, x s) \rightarrow \text { or }(\operatorname{verify}(y, \operatorname{cons}(x, x s)), \text { verify }(y, x s)) \\
& \mathrm{qbf}(x) \rightarrow \operatorname{verify}(x, \text { nil })
\end{aligned}
$$

The symbol $T$ denotes the true Boolean value while $\perp$ the false one. Boolean variables are encoded with $\{0, s\}$-terms, i.e., with naturals. Formulas are built from variables operating var, $\neg, \vee$ or $\exists$. Without loss of generality, we can assume that every QBF is built up in this way. As usual, terms of the forms $=(s, t)$, $\neg(t), \vee(s, t)$ and $\exists(s, t)$ are respectively denoted as $s=t, \neg t, s \vee t$ and $(\exists s) t$. By definition, for a Boolean formula $\varphi$ with Boolean variables $x_{1}, \ldots, x_{k}$, [verify $](\varphi,[\cdots])=$ T holds if and only if $\varphi$ is true with the truth assignment that $x_{j}=\mathrm{T}$ if $x_{j}$ appears in the list $[\cdots]$ and $x_{j}=\perp$ otherwise.

Define a precedence $<_{\mathbf{F}}$ over $\mathbf{F}$ by not, or, $=<_{\mathbf{F}}$ in $<_{\mathbf{F}}$ verify $<_{\mathbf{F}}$ qbf. Assuming $<_{\mathbf{F}}$-minimality of constructor, the program $\mathbf{R}_{\text {QBF }}$ reduces under the LPO $<_{\text {Ipo }}$ induced by $<_{\mathbf{F}}$. For instance, the orientation $\operatorname{or}(\operatorname{verify}(y, \operatorname{cons}(x, x s))$, verify $(y, x s))<_{\text {lpo }} \operatorname{verify}(\exists(x, y), x s)$ can be deduced as follows. As well as $x s<_{\text {1po }}^{\square}$ verify $(\exists(x, y), x s)$, the orientation $x<_{\text {Ipo }}^{\square} \exists(x, y)$ yields $x<_{\text {1po }}^{\square}$ verify $(\exists(x, y), x s)$. These together with the assumption cons $<_{\mathbf{F}}$ verify yield cons $(x, x s)<_{1 \mathrm{po}}^{\square}$ verify $(\exists(x, y), x s)$. This together with $y \ll_{\text {Ipo }}^{\square}$
 These orientations together with the assumption or $<_{\mathbf{F}}$ verify now allow us to deduce the desired orientation or $(\operatorname{verify}(y, \operatorname{cons}(x, x s))$, verify $(y, x s))<_{1 \mathrm{po}}^{[\square} \operatorname{verify}(\exists(x, y), x s)$.

Furthermore, let us define a PQI $\| \cdot$ ) for the signature $\mathbf{F}$ by

$$
\begin{aligned}
(c) & =1 & & \text { if } c \text { is a constant, } \\
\left(x_{1}, \ldots, x_{k}\right) & =1+\sum_{j=1}^{k} x_{j} & & \text { if } c \in \mathbf{C} \text { with arity }>0, \\
(f)\left(x_{1}, \ldots, x_{k}\right) & =\max _{j=1}^{k} x_{j} & & \text { if } f \in \mathbf{D} \backslash\{\text { verify, qbf }\}, \\
(\operatorname{verify})(x, y) & =x+y, & & \\
(\text { qbf })(x) & =x+1 . & &
\end{aligned}
$$

Clearly the PQI $(\cdot)$ is kind 0 . Then the program $\mathbf{R}_{\text {QBF }}$ admits the PQI. This is exemplified by the rule above as $(\operatorname{or}(\operatorname{verify}(y, \operatorname{cons}(x, x s))$, verify $(y, x s)) D=\max (y+(1+x+x s), y+x s)=(1+x+y)+x s=$ (verify $(\exists(x, y), x s)$ ). Thus Theorem 1 implies that the function [qbf] can be computed in polynomial space. This is consistent with the well known fact that the QBF problem is PSPACE-complete.

## 4 A system $U_{2}^{1}$ of second order bounded arithmetic

In this section, we present the basics of second order bounded arithmetic following [1]. The original formulation is traced back to [6]. The non-logical language $\mathbf{L}_{B A}$ of first order bounded arithmetic consists of the constant 0 , the successor S , the addition + , the multiplication $\cdot,|x|=\left\lceil\log _{2}(x+1)\right\rceil$, the division by two $\lfloor x / 2\rfloor$, the smash $\#(x, y)=2^{|x| \cdot|y|}$ and $\leq$. It is easy to see that $|m|$ is equal to the number of bits in the binary representation of a natural $m$. In addition to these usual symbols, we assume that the language $\mathbf{L}_{\mathrm{BA}}$ contains $\max (x, y)$. The assumption makes no change if an underlying system is sufficiently strong.

Definition 3 (Sharply-, bounded quantifiers, bounded formulas, $\mathrm{S}_{2}^{1}$ ). Quantifiers of the form $\exists x(x \leq$ $t \wedge \cdots)$ or $\forall x(x \leq t \rightarrow \cdots)$ for some term $t$ are called bounded and quantifiers of the form $(Q x \leq|t|) \cdots$ are called sharply bounded. Bounded formulas contain no unbounded first order quantifiers. The classes $\Sigma_{i}^{\mathrm{b}}(i \in \mathbb{N})$ of bounded formulas are defined by counting the number of alternations of bounded quantifiers starting with an existential one, but ignoring sharply bounded ones. For each $i \in \mathbb{N}$, the first order system $S_{2}^{i}$ of bounded arithmetic is axiomatized with a set BASIC of open axioms defining the $\mathbf{L}_{\text {BA }}$-symbols together with the schema ( $\Sigma_{i}^{\mathrm{b}}$-PIND) of bit-wise induction for $\Sigma_{i}^{\mathrm{b}}$-formulas.

$$
\begin{equation*}
\varphi(0) \wedge \forall x(\varphi(\lfloor x / 2\rfloor) \rightarrow \varphi(x)) \rightarrow \forall x \varphi(x) \quad(\varphi \in \Phi) \tag{Ф-PIND}
\end{equation*}
$$

The precise definition of the basic axioms BASIC can be found, e.g., in [7, page 101].
Definition 4 (Second order bounded formulas, $\mathrm{U}_{2}^{1}$ ). In addition to the first order language, the language of second order bounded arithmetic contains second order variables $X, Y, Z, \ldots$ ranging over sets and the membership relation $\in$. In contrast to the classes $\Sigma_{i}^{\mathrm{b}}$, the classes $\Sigma_{i}^{\mathrm{b}, 1}$ of second order bounded formulas are defined by counting alternations of second order quantifiers starting with an existential one, but ignoring first order ones. By definition, $\Sigma_{0}^{\mathrm{b}, 1}$ is the class of bounded formulas with no second order quantifiers. The second order system $\mathrm{U}_{2}^{1}$ is axiomatized with BASIC, ( $\Sigma_{1}^{\mathrm{b}, 1}$-PIND) and the axiom ( $\Sigma_{0}^{\mathrm{b}, 1}-\mathrm{CA}$ ) of comprehension for $\Sigma_{0}^{\mathrm{b}, 1}$-formulas.

$$
\begin{equation*}
\forall \vec{x} \forall \vec{X} \exists Y(\forall y \leq t)(y \in Y \leftrightarrow \varphi(y, \vec{x}, \vec{X})) \quad(\varphi \in \Phi) \tag{Ф-СА}
\end{equation*}
$$

Unlike first order ones, second order quantifiers have no explicit bounding. However, due to the presence of a bounding term $t$ in the schema $\left(\Sigma_{0}^{\mathrm{b}, 1}-\mathrm{CA}\right)$, one can only deduce the existence of a set with a bounded domain.
Example 3. The axiom ( $\Sigma_{0}^{\mathrm{b}, 1}-\mathrm{CA}$ ) of comprehension allows us to transform given sets $\vec{X}$ into another set $Y$ via $\Sigma_{0}^{\mathrm{b}, 1}$-definable operations without inessential encodings. For an easy example, assume that two sets $U$ and $V$ encode binary strings respectively of length $m$ and $n$ in such a way that $j \in U \Leftrightarrow$ "the $j^{\text {th }}$ bit of the string $U$ is 1 " and $j \notin U \Leftrightarrow$ "the $j^{\text {th }}$ bit of the string $U$ is 0 " for each $j<m$. Then the concatenation $W=U^{\wedge} V$, the string $U$ followed by $V$, is defined by $\left(\Sigma_{0}^{\mathrm{b}, 1}-\mathrm{CA}\right)$ as follows.

$$
(\forall j<m+n)[j \in W \leftrightarrow((j<m \wedge j \in U) \vee(m \leq j \wedge j-m \in V))]
$$

Definition 5 (Definable functions in formal systems). Let $T$ be one of the formal systems defined above and $\Phi$ be a class of bounded formulas. A function $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ is $\Phi$-definable in $T$ if there exists a formula $\varphi\left(x_{1}, \ldots, x_{k}, y\right) \in \Phi$ with no other free variables such that $\varphi(\vec{x}, y)$ expresses the relation $f(\vec{x})=y$ (under the standard semantics) and $T$ proves the sentence $\forall \vec{x} \exists!y \varphi(\vec{x}, y)$.
Theorem 2 ([6]). 1. A function is $\Sigma_{1}^{\mathrm{b}}$-definable in $\mathrm{S}_{2}^{1}$ if and only if it is computable in polynomial time.
2. A function is $\Sigma_{1}^{\mathrm{b}, 1}$-definable in $\mathrm{U}_{2}^{1}$ if and only if it is computable in polynomial space.

To readers who are not familiar with second order bounded arithmetic, it might be of interest to outline the proof that every polynomial-space computable function can be defined in $\mathrm{U}_{2}^{1}$. The argument is commonly known as the divide-and-conquer method, which was originally used to show the classical inclusion NPSPACE $\subseteq$ PSPACE [18].

Proof of the "if" direction of Theorem [2]2(Outline). Suppose that a function $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ is computable in polynomial space. This means that there exist a deterministic Turing machine $M$ and a polynomial $p: \mathbb{N}^{k} \rightarrow \mathbb{N}$ such that, for any inputs $m_{1}, \ldots, m_{k}, f\left(m_{1}, \ldots, m_{k}\right)$ can be computed by $M$ while the head of $M$ only visits a number of cells bounded by $p\left(\left|m_{1}\right|, \ldots,\left|m_{k}\right|\right)$. Then, since the number of possible configurations under $M$ on inputs $m_{1}, \ldots, m_{k}$ is bounded by $2^{q\left(\left|m_{1}\right|, \ldots,\left|m_{k}\right|\right)}$ for some polynomial $q$, the computation terminates in a step bounded by $2^{q(|\vec{m}|)}$ as well.

Let $\psi_{M}\left(m_{1}, \ldots, m_{k}, n, w_{0}, W\right)$ denote a $\Sigma_{0}^{\mathrm{b}, 1}$-formula expressing that the set $W$ encodes the concatenation $w_{1} \curvearrowright \cdots w_{2}{ }^{n \mid}$ of configurations under $M$, where $w_{j}$ is the next configuration of $w_{j-1}$, writing $w_{j}=\operatorname{Next}_{M}\left(w_{j-1}\right)\left(1 \leq j \leq 2^{|n|}\right)$. Reasoning informally in $\mathrm{U}_{2}^{1}$, the $\Sigma_{1}^{\mathrm{b}, 1}$-formula $\varphi(\vec{m}, n): \equiv(\forall w \leq$ $\left.2^{p(|\vec{m}|)}\right) \exists W \psi_{M}(\vec{m}, n, w, W)$ can be deduced by ( $\Sigma_{1}^{\text {b, } 1}$-PIND) on $n$. In case $n=0, W$ can be defined identical to $\operatorname{Next}_{M}(w)$. For the induction step, given a configuration $w_{0} \leq 2^{p(|\vec{m}|)}$, the induction hypothesis yields a set $U$ such that $\psi_{M}\left(\vec{m},\lfloor n / 2\rfloor, w_{0}, U\right)$ holds. Another instance of the induction hypothesis yields a set $V$ such that $\psi_{M}\left(\vec{m},\lfloor n / 2\rfloor, w_{2^{|n|-1}}, V\right)$ holds. Since $2^{|n|}=2^{|n|-1}+2^{|n|-1}, \psi_{M}\left(\vec{m}, n, w_{0}, W\right)$ holds for the set $W:=U^{\wedge} V$.

Now instantiating $n$ with $2^{q(|\vec{m}|)}$ yields a set $W$ such that $\psi_{M}\left(\vec{m}, 2^{q(|\vec{m}|)}, \operatorname{lnit}_{M}(\vec{m}), W\right)$ holds for the initial configuration $\operatorname{Init}_{M}(\vec{m})$ on inputs $\vec{m}$. The set $W$ yields the final configuration and thus the result $f(\vec{m})$ of the computation. The uniqueness of the result can be deduced in $\mathrm{U}_{2}^{1}$ accordingly.

The "only if" direction of Theorem 22|2 follows from a bit more general statement.
Lemma 1. If $\mathrm{U}_{2}^{1}$ proves $\exists y \varphi\left(x_{1}, \ldots, x_{k}, y\right)$ for a $\Sigma_{1}^{\mathrm{b}, 1}$-formula $\varphi\left(x_{1}, \ldots, x_{k}, y\right)$ with no other free variables, then there exists a function $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ such that, for any naturals $\vec{m}=m_{1}, \ldots, m_{k} \in \mathbb{N}$, (i) $f(\vec{m})$ is computable with the use of space bounded by a polynomial in $\left|m_{1}\right|, \ldots,\left|m_{k}\right|$, and (ii) $\varphi(\underline{\overrightarrow{\vec{m}}}, f(\vec{m}))$ holds under the standard semantics, where $\underline{m}$ denotes the numeral $\mathrm{S}^{m}(0)$ for a natural $m$.

It is also known that the second order system axiomatized with the schema ( $\Sigma_{1}^{\mathrm{b}, 1}$-IND), instead of $\left(\Sigma_{1}^{\mathrm{b}, 1}\right.$-PIND), of the usual induction $\varphi(0) \wedge \forall x(\varphi(x) \rightarrow \varphi(\mathrm{S}(x))) \rightarrow \forall x \varphi(x)$ for $\Sigma_{1}^{\mathrm{b}, 1}$-formulas, called $\mathrm{V}_{2}^{1}$, captures the exponential-time computable functions of polynomial growth rate in the sense of Theorem 2 Though there is no common notion about what is bounded arithmetic, the exponential function $m \mapsto 2^{m}$ is not definable in any existing system of bounded arithmetic.

## 5 Minimal function graphs

The minimal function graph semantics was described in [12] as denotational semantics, cf. [23, Chapter 9], and afterward used for termination analysis of functional programs without exponential size-
explosions in [11, Chapter 24.2] and [15]. In this section, we explain how minimal function graphs work, how they are defined inductively, and how they can be defined without inductive definitions.

To see how minimal function graphs work, consider the program $\mathbf{R}_{\mathrm{lcs}}$ in Example 1. Let us observe that the following reduction starting with the basic term $\operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \mathrm{b}(\mathrm{b}(\varepsilon)))$ is possible.

$$
\begin{aligned}
& \operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \mathrm{b}(\mathrm{~b}(\varepsilon))) \\
& \stackrel{i}{i}_{\mathbf{R}_{\mathrm{lcs}}} \max (\operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\mathrm{~b}(\varepsilon))), \operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \mathrm{b}(\varepsilon))) \\
& \xrightarrow{{ }^{\mathrm{i}} \mathbf{R}_{\text {lcs }}} \max (\operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\mathrm{~b}(\varepsilon))), \max (\operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\varepsilon)), \operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \varepsilon))) \\
& { }_{\rightarrow}^{\mathrm{i}_{\text {lcs }}} \max (\max (\operatorname{lcs}(\varepsilon, \mathrm{b}(\mathrm{~b}(\varepsilon))), \operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\varepsilon))), \max (\operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\varepsilon)), \operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \varepsilon)))
\end{aligned}
$$

In the reduction, the term $t:=\operatorname{lcs}(\mathrm{a}(\varepsilon), \mathrm{b}(\varepsilon))$ is duplicated, and hence costly re-computations potentially occur. For the same reason, there can be an exponential explosion in the size of the reduction tree rooted at $\operatorname{lcs}(\mathrm{a}(\mathrm{a}(\varepsilon)), \mathrm{b}(\mathrm{b}(\varepsilon)))$ that contains all the possible rewriting sequences starting with the basic term. A minimal function graph $G$, or cache in other words, is defined so that $G$ stores pairs of a basic term and its normal form. Thus, once the term $t$ is normalized to 0 (because the two strings a and b have no common subsequence), the pair $\langle t, 0\rangle$ is stored in $G$ and any other reduction of $t$ can be simulated by replacing the occurrence of $t$ with 0 .

Given a program $\mathbf{R}$, a (variant of) minimal function graph $G$ is defined as the least fixed point of the following operator $\Gamma$ over $\mathscr{P}(\mathbf{B}(\mathbf{F}) \times \mathbf{T}(\mathbf{C}))$, where $X \subseteq \mathbf{B}(\mathbf{F}) \times \mathbf{T}(\mathbf{C})$.

$$
\begin{aligned}
\langle t, s\rangle \in \Gamma(X): \Longleftrightarrow & \exists l \rightarrow r \in \mathbf{R}, \exists \theta: \mathbf{V} \rightarrow \mathbf{T}(\mathbf{C}), \exists\left\langle t_{0}, s_{0}\right\rangle, \ldots,\left\langle t_{\|r\|-1}, s_{\|r\|-1}\right\rangle \in X \text { s.t. } \\
& t=l \theta \& s=\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{\|r\|-1} / t_{\|r\|-1}\right]
\end{aligned}
$$

The operator $\Gamma$ is monotone, i.e., $X \subseteq Y \Rightarrow \Gamma(X) \subseteq \Gamma(Y)$, and hence there exists the least fixed point of $\Gamma$. Suppose that $\mathbf{R}$ is quasi-reducible. On one side, the fixed-ness of $G$ yields that $t \stackrel{i}{\rightarrow} \stackrel{\vdots}{\mathbf{R}} s \Rightarrow\langle t, s\rangle \in G$. On the other side, since the set $\left.\left\{\langle t, s\rangle \mid t \in \mathbf{B}(\mathbf{F}) \& t \stackrel{i_{\mathbf{R}}}{\dot{\mathbf{R}}}\right\}\right\}$ is a fixed point of $\Gamma$, the least-ness of $G$ yields that $\langle t, s\rangle \in G \Rightarrow t \stackrel{\underset{\mathbf{i}}{2}}{\stackrel{1}{\mathbf{R}}} s$. Thus, to conclude that every closed basic term has an (innermost) $\mathbf{R}$-normal form, it suffices to show that, for every term $t \in \mathbf{B}(\mathbf{F})$, there exists a term $s$ such that $\langle t, s\rangle \in G$. Now there are two important observations.

1. It suffices to show that, for every term $t \in \mathbf{B}(\mathbf{F})$, there exist a subset $G_{t} \subseteq G$ and a term $s$ such that $\langle t, s\rangle \in G_{t}$. If $t=l \theta$ and $s=\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{\|r\|-1} / t_{\|r\|-1}\right]$ as in the definition of $\Gamma$ above and, for each $j<\|r\|,\left\langle t_{j}, s_{j}\right\rangle \in G_{t_{j}}$ holds for such a set $G_{t_{j}} \subseteq G$, then $G_{t}$ can be simply defined as $\left.G_{t}=\{\langle t, s\rangle\} \cup G_{t_{0}} \cup \cdots \cup G_{t_{|r| l \mid-1}}, 1\right]$
2. Additionally suppose that the program $\mathbf{R}$ reduces under an LPO $<_{\mathrm{lpo}}$. Then it turns out that the definition of $\Gamma$ is equivalent to a form restricted in such a way that $t_{j}<{ }_{\text {lpo }} t$ for each $j<\|r\|$.2
For these reasons, the schema $(\forall t \in \mathbf{B}(\mathbf{F}))\left(\left(\forall s<_{\text {Ipo }} t\right) \varphi(s) \rightarrow \varphi(t)\right) \rightarrow(\forall t \in \mathbf{B}(\mathbf{F})) \varphi(t)$ of transfinite induction along $<_{\text {lpo }}$ will imply the termination of a quasi-reducible LPO-terminating program $\mathbf{R}$ in the sense above.

## 6 Formalizing LPO-termination proofs under PQIs in $\mathrm{U}_{2}^{1}$

In this section, we show that, if $\mathbf{R}$ is a quasi-reducible $\mathbf{L P O}^{\text {Poly }}{ }^{(0)}$-program, then an innermost $\mathbf{R}$-normal form of any closed basic term can be found in the system $\mathrm{U}_{2}^{1}$ (Theorem 3).

[^1]Given a program $\mathbf{R}$ over a signature $\mathbf{F}=\mathbf{C} \cup \mathbf{D}$, we use the notation $V_{\mathbf{R}}$ to denote the finite set $\{x \in \mathbf{V} \mid x$ appears in some rule $\rho \in \mathbf{R}\}$ of variables. Let $\ulcorner$.$\urcorner be an efficient binary encoding for \mathbf{T}\left(\mathbf{F}, \mathbf{V}_{\mathbf{R}}\right)$ terms. The efficiency means that:
(i) $t \mapsto\ulcorner t\urcorner$ is $\Sigma_{0}^{\mathrm{b}, 1}$-definable in $\mathrm{U}_{2}^{1}$.
(ii) There exists a polynomial (term) $p(x)$ with a free variable $x$ such that $|\ulcorner t\urcorner| \leq p(\|t\|)$ (provably) holds for any $t \in \mathbf{T}\left(\mathbf{F}, \mathbf{V}_{\mathbf{R}}\right)$.
Without loss of generality, we can assume that:
(iii) $\|t\| \leq|\ulcorner t\urcorner|$.
(iv) $|\ulcorner s\urcorner|<|\ulcorner t\urcorner|$ if $s$ is a proper subterm of $t$.

Such an encoding can be defined, for example, by representing terms as directed graphs not as trees.
Lemma 2. The relation $<_{1 p o}$ is $\Sigma_{0}^{\mathrm{b}, 1}$-definable in $\mathrm{U}_{2}^{1}$.
Proof (Sketch). It suffices to show that, given two terms $s$ and $t$, the relation "there exists a derivation tree according to the rules 1-3 (on page 36) that results in $s<_{\text {lpo }} t "$ is $\Sigma_{0}^{\mathrm{b}, 1}$-definable in $\mathrm{U}_{2}^{1}$. Let $T$ denote such a derivation tree resulting in $s<_{\mathrm{Ipo}_{\mathrm{po}}} t$. By induction according to the inductive definition of $<_{\mathrm{Ipo}}$ it can be shown that the number of nodes in $T$ is bounded by $\|s\| \cdot\|t\|$. Hence, by the assumption (ii) on the encoding $\ulcorner$.$\urcorner , the code \ulcorner T\urcorner$ of $T$ is polynomially bounded in $\|s\| \cdot\|t\|$ and thus in $\ulcorner s\urcorner .\ulcorner t\urcorner$. On the other hand, by definition, the relation $s_{0}<{ }_{\text {Ipo }} t_{0}$ between two terms $s_{0}$ and $t_{0}$ is reduced to a tuple $s_{j}<{ }_{1 \mathrm{po}} t_{j}(j=1, \ldots, k)$ of relations between some subterms $s_{1}, \ldots, s_{k}$ of $s_{0}$ and subterms $t_{1}, \ldots, t_{k}$ of $t_{0}$. Thanks to the assumption (iv)] on the encoding $\ulcorner\urcorner,.\left|\left\ulcorner s_{j}\right\urcorner\right|+\left|\left\ulcorner t_{j}\right\urcorner\right|<\left|\left\ulcorner s_{0}\right\urcorner\right|+\left|\left\ulcorner t_{0}\right\urcorner\right|$, i.e., $2^{\left.\left|\left\ulcorner s_{j}\right\urcorner\right|+\mid \tau_{j}\right\urcorner} \leq\left\lfloor\left(2^{\left.\left|\left\ulcorner s_{0}\right\urcorner\right|+\mid t_{0}\right\urcorner \mid}\right) / 2\right\rfloor$, holds for any $j \in\{1, \ldots, k\}$. From these observations, it can be seen that the construction of the derivation tree $T$ is performed in $\mathrm{U}_{2}^{1}$, and hence the relation $s<_{\text {Ipo }} t$ is $\Sigma_{0}^{\mathrm{b}, 1}$-definable in $\mathrm{U}_{2}^{1}$.

As observed in [5], in which an optimal LPO-termination proof was described, every program $\mathbf{R}$ reducing under an LPO $<_{\text {lpo }}$ already reduces under a finite restriction $<_{\ell}$ of $<_{\text {lpo }}$ for some $\ell \in \mathbb{N}$ and every quantifier of the form $\left(Q s<_{\ell} t\right)$ can be regarded as a bounded one. Adopting the restriction, we introduce an even more restrictive relation $<_{\ell}(\ell \in \mathbb{N})$ motivated by the following properties of PQIs.
Proposition 1. Let $(\cdot \mid)$ be a kind 0 PQI and $t \in \mathbf{B}(\mathbf{F})$. Then the following two properties hold.

1. $(t t) \leq p(|\ulcorner t\urcorner|)$ holds for some polynomial $p$.
2. Suppose additionally that a program $\mathbf{R}$ admits the $P Q I(\cdot)$ and that $t{\underset{\mathbf{R}}{\mathbf{R}}}_{\text {* }}^{*}$ s holds. If $s \in \mathbf{T}(\mathbf{C})$, then $\|s\| \leq(t)$ holds. If $s=f\left(s_{1}, \ldots, s_{k}\right) \in \mathbf{B}(\mathbf{F})$, then $\left\|s_{j}\right\| \leq(t)$ holds for each $j \in\{1, \ldots, k\}$.

Proof. Property 1 Let $t=g\left(t_{1}, \ldots, t_{l}\right)$. Since the PQI $(\cdot)$ is kind 0 , one can find a constant $d$ depending only on the set $\mathbf{C}$ of constructors and the PQI $(\cdot)$ such that $\left(t_{j}\right) \leq d \cdot\left\|t_{j}\right\|$ holds for any $j \in\{1, \ldots, l\}$. This yields a polynomial $p$ such that $|t\rangle \leq p(\|t\|)$ and thus $|t\rangle \leq p(|\ulcorner t\urcorner|)$ holds by the assumption (iii) on the encoding $\ulcorner$.$\urcorner .$

Property 2. In case $s \in \mathbf{T}(\mathbf{C}),\|s\| \leq(s) \leq(t)$ holds. In case $s=f\left(s_{1}, \ldots, s_{k}\right) \in \mathbf{B}(\mathbf{F}),\left\|s_{j}\right\| \leq$ $\left(s_{j}\right) \leq(s) \leq(t)$ holds for each $j \in\{1, \ldots, k\}$.

Definition $6\left(\mathbf{T}_{\ell}(\mathbf{C}), \mathbf{B}_{\ell}(\mathbf{F}),<_{\ell},<_{\ell}^{\text {lex }}\right)$. Let $\mathbf{T}_{\ell}(\mathbf{C})$ denote a set $\{t \in \mathbf{T}(\mathbf{C}) \mid\|t\| \leq \ell\}$ of constructor terms and $\mathbf{B}_{\ell}(\mathbf{F})$ a set $\left\{f\left(t_{1}, \ldots, t_{k}\right) \in \mathbf{B}(\mathbf{F}) \mid\left\|t_{1}\right\|, \ldots,\left\|t_{k}\right\| \leq \ell\right\}$ of basic terms. Then we write $s<_{\ell} t$ if $s<_{\text {Ipo }} t$ and additionally $s \in \mathbf{T}_{\ell}(\mathbf{C}) \cup \mathbf{B}_{\ell}(\mathbf{F})$ hold. We use the notation $s<_{\ell}^{(i)} t(i=12$, 3) accordingly. Moreover, we define a lexicographic extension $<_{\ell}^{\text {lex }}$ of $<_{\ell}$ over $\mathbf{T}(\mathbf{C})$. For constructor terms $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{k}$, we write $\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\text {lex }}\left(t_{1}, \ldots, t_{k}\right)$ if there exists an index $i \in\{1, \ldots, k\}$ such that $s_{j}=t_{j}$ for every $j<i$, $s_{i}<{ }_{\ell}^{\square} t_{i}$, and $s_{j} \in \mathbf{T}_{\ell}(\mathbf{C})$ for every $j>i$.

Corollary 2 follows from the definitions of $<_{\ell}$ and $<_{\ell}^{\text {lex }}$ and from $<_{\mathbf{F}}$-minimality of constructors.
Corollary 2. For two basic terms $f\left(s_{1}, \ldots, s_{k}\right), f\left(t_{1}, \ldots, t_{k}\right) \in \mathbf{B}_{\ell}(\mathbf{F}), f\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\text {B }} f\left(t_{1}, \ldots, t_{k}\right)$ holds if and only if $\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\text {lex }}\left(t_{1}, \ldots, t_{k}\right)$ holds.

For most of interesting LPO ${ }^{\text {Poly }(0)}$-programs including Example 1 and 2 interpreting polynomials consist of $+, \cdot, \max _{j=1}^{k} x_{j}$ together with additional constants. This motivates us to formalize PQIs limiting interpreting polynomial terms to those built up only from $0, S,+$, and max to make the formalization easier. Then the constraints (ii) and (iii) on PQIs follow from defining axioms for these function symbols.

Let us consider a reduction $t_{0}{ }^{i}{ }_{\mathbf{R}}^{*} t \xrightarrow{\mathrm{i}}_{\mathbf{R}}^{*} s$ under a program $\mathbf{R}$ admitting a kind $0 \mathrm{PQI}(\downarrow \cdot D$, where $t_{0}, t \in \mathbf{B}(\mathbf{F})$ and $s \in \mathbf{T}(\mathbf{C}) \cup \mathbf{B}(\mathbf{F})$. If $s<_{\mathrm{lpo}} t$ for some LPO $<_{\mathrm{l}_{\mathrm{po}}}$, then Proposition 1 yields a polynomial $p$ such that $s<_{\left.p\left(\mid{ }^{\ulcorner } t_{0}\right\urcorner \mid\right)} t$ holds by Definition 6. Hence we can assume that $\ell$ is (the result of substituting $t_{0}$ for) a polynomial $p(|x|)$. More precisely, $\ell$ can be expressed by an $\mathbf{L}_{\mathrm{BA}}$-term built up from 0 and $|x|,|y|,|z|, \ldots$ by $S,+$ and $\cdot$ By assumption, $\ell$ does not contain \# nor $\lfloor\cdot / 2\rfloor$. Thus $\ell=\ell\left(x_{1}, \ldots, x_{k}\right)$ denotes a polynomial with non-negative coefficients in $\left|x_{1}\right|, \ldots,\left|x_{k}\right|$. Since $\ell$ contains no smash \# in particular, $2^{p(\ell)}$ can be regarded as an $\mathbf{L}_{\mathrm{BA}}$-term for any polynomial $p(x)$. By the assumption (ii) on the encoding $\ulcorner\urcorner,.|\ulcorner t\urcorner|$ is polynomially bounded in the size $\|t\|$ of $t$, and hence $\ulcorner t\urcorner \leq 2^{p(\|t\|)}$ for some polynomial $p(x)$. Therefore any quantifier of the forms $\left(Q s<_{\ell} t\right),\left(Q t \in \mathbf{T}_{\ell}(\mathbf{C})\right)$ and $\left(Q t \in \mathbf{B}_{\ell}(\mathbf{F})\right)$ can be treated as a bounded one.

We deduce the schema $\left\langle\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{B}_{\ell}(\mathbf{F}),<_{\ell)}\right)\right.$ of $<_{\ell \text {-transfinite induction over }} \mathbf{B}_{\ell}(\mathbf{F})$ for $\Sigma_{1}^{\mathrm{b}, 1}{ }^{\text {-formulas }}$ (Lemma 5). Since the relation $f\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{3} f\left(t_{1}, \ldots, t_{k}\right)$ relies on the comparison $\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\text {lex }}$ $\left(t_{1}, \ldots, t_{k}\right)$ by Corollary 2, we previously have to deduce the schema $\left\{\mathrm{T}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{k},<_{\ell}^{\text {lex }}\right)\right\}$ of $<_{\ell}^{\text {lex }}$ transfinite induction over $k$-tuples of $\mathbf{T}_{\ell}(\mathbf{C})$-terms (Lemma 4). We start with deducing the instance in the base case $k=1$.
Lemma 3. The following schema of $<_{\ell}$-transfinite induction over $\mathbf{T}_{\ell}(\mathbf{C})$ holds in $\mathrm{U}_{2}^{1}$, where $\varphi \in \Sigma_{1}^{\mathrm{b}, 1}$.

$$
\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall s<_{\ell} t\right) \varphi(s) \rightarrow \boldsymbol{\varphi}(t)\right) \rightarrow\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi(t) \quad \quad\left(\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C}),<_{\ell}\right)\right)
$$

Proof. Reason in $\mathrm{U}_{2}^{1}$. Suppose $\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall s<_{\ell} t\right) \boldsymbol{\varphi}(s) \rightarrow \boldsymbol{\varphi}(t)\right)$ and let $t \in \mathbf{T}_{\ell}(\mathbf{C})$. We show that $\varphi(t)$ holds by $\left(\Sigma_{1}^{\mathrm{b}, 1}\right.$-PIND) on $\ulcorner t\urcorner$. The case $\ulcorner t\urcorner=0$ trivially holds. Suppose $\ulcorner t\urcorner>0$ for induction step. By assumption, it suffices to show that $\varphi(s)$ holds for any $s<_{\ell} t$. Thus let $s<_{\ell} t$. Since $t \in \mathbf{T}_{\ell}(\mathbf{C})$, $s$ is a proper subterm of $t$ by Corollary 1 and $<_{F}$-minimality of constructors. Thus, the assumption (iv) on the encoding $\ulcorner$.$\urcorner yields \ulcorner s\urcorner \leq\lfloor\ulcorner t\urcorner / 2\rfloor$, and hence $\varphi(s)$ holds by induction hypothesis.

Remark 1. In the proof of Lemma3, we employed a bit-wise form of course of values induction $\varphi(0) \wedge$ $\forall t(\forall s(\ulcorner s\urcorner \leq\lfloor\ulcorner t\urcorner / 2\rfloor \rightarrow \varphi(s)) \rightarrow \varphi(t)) \rightarrow \forall t \varphi(t)$ for a $\Sigma_{1}^{\mathrm{b}, 1}$-formula $\varphi(x)$, which is not an instance of ( $\Sigma_{1}^{\mathrm{b}, 1}$-PIND). Formally, one should apply ( $\Sigma_{1}^{\mathrm{b}, 1}$-PIND) for the $\Sigma_{1}^{\mathrm{b}, 1}$-formula $\psi(x) \equiv \forall t\left(\ulcorner t\urcorner \leq 2^{|x|} \rightarrow \varphi(t)\right)$ to deduce $\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi(t)$. To ease presentation, we will use similar informal arguments in the sequel. Lemma 4. The schema $\left\langle\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C}),<_{\ell}\right)\right\rangle$ can be extended to tuples of $\mathbf{T}_{\ell}(\mathbf{C})$-terms, i.e., the following schema holds in $\mathrm{U}_{2}^{1}$, where $\varphi(\vec{t}) \equiv \varphi\left(t_{1}, \ldots, t_{k}\right) \in \Sigma_{1}^{\mathrm{b}, 1}$.

$$
\left(\forall \vec{t} \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall \vec{s}<_{\ell}^{\operatorname{lex}} \vec{t}\right) \varphi(\vec{s}) \rightarrow \varphi(\vec{t})\right) \rightarrow\left(\forall \vec{t} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi(\vec{t}) \quad\left(\mathrm{T}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{k},<_{\ell}^{\text {lex }}\right)\right)
$$

Proof. We show that the schema $\sqrt{\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{k},<_{\ell}^{\text {lex }}\right)}$ pholds in $\mathrm{U}_{2}^{1}$ by (meta) induction on $k \geq 1$. In case $k=1$, the schema is an instance of $\left\langle\mathrm{Tl}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C}),<_{\ell}\right)\right\}$. Suppose that $k>1$ and $\left(\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{k-1},<_{\ell}^{\text {lex }}\right)\right)$ holds by induction hypothesis. Assume that

$$
\begin{equation*}
\left(\forall t_{1}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\mathrm{lex}}\left(t_{1}, \ldots, t_{k}\right)\right) \varphi\left(s_{1}, \ldots, s_{k}\right) \rightarrow \varphi\left(t_{1}, \ldots, t_{k}\right)\right) \tag{1}
\end{equation*}
$$

holds for some $\Sigma_{1}^{\mathrm{b}, 1}$-formula $\varphi\left(t_{1}, \ldots, t_{k}\right)$. Let $\varphi_{<_{\ell}^{\text {lex }}}\left(t, t_{2}, \ldots, t_{k}\right), \psi(t)$ and $\psi_{<_{\ell}}(t)$ denote $\Sigma_{1}^{\mathrm{b}, 1}$-formulas specified as follows.

$$
\begin{aligned}
\varphi_{<_{\ell}^{\operatorname{lex}}}\left(t, t_{2}, \ldots, t_{k}\right) & : \equiv t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C}) \wedge\left(\forall\left(s_{2}, \ldots, s_{k}\right)<_{\ell}^{\operatorname{lex}}\left(t_{2}, \ldots, t_{k}\right)\right) \varphi\left(t, s_{2}, \ldots, s_{k}\right) ; \\
\psi(t) & : \equiv\left(\forall t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi\left(t, t_{2}, \ldots, t_{k}\right) ; \\
\psi_{<_{\ell}}(t) & : \equiv t \in \mathbf{T}_{\ell}(\mathbf{C}) \wedge\left(\forall s<_{\ell} t\right) \psi(s) .
\end{aligned}
$$

Note, in particular, that $\psi(t)$ is still a $\Sigma_{1}^{\mathbf{b}, 1}$-formula since every quantifier of the form $\left(\forall s \in \mathbf{T}_{\ell}(\mathbf{C})\right)$ can be regarded as a bounded one under which the class $\Sigma_{1}^{\mathrm{b}, 1}$ is closed. One can see that $\varphi_{<_{\ell}^{\operatorname{lex}}}\left(t, t_{2}, \ldots, t_{k}\right)$ and $\psi_{<_{\ell}}(t)$ imply $t, t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})$ and $\left(\forall\left(s, s_{2}, \ldots, s_{k}\right)<_{\ell}^{\text {lex }}\left(t, t_{2}, \ldots, t_{k}\right)\right) \varphi\left(s, s_{2}, \ldots, s_{k}\right)$. Hence, by the assumption (1), $\psi_{<_{\ell}}(t)$ implies $\left(\forall t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\varphi_{<_{\ell}}^{\text {lex }}\left(t, t_{2}, \ldots, t_{k}\right) \rightarrow \varphi\left(t, t_{2}, \ldots, t_{k}\right)\right)$, which denotes

$$
\left(\forall t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall\left(s_{2}, \ldots, s_{k}\right)<_{\ell}^{\text {lex }}\left(t_{2}, \ldots, t_{k}\right)\right) \varphi\left(t, s_{1}, \ldots, s_{k}\right) \rightarrow \varphi\left(t, t_{2}, \ldots, t_{k}\right)\right) .
$$

This together with $\left(\mathrm{TI}_{\mathrm{L}_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{k-1},<_{\ell}^{\text {lex }}\right)\right)$ yields $\left(\forall t_{2}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi\left(t, t_{2}, \ldots, t_{k}\right)$, denoting $\psi(t)$. This means that $\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall s<_{\ell} t\right) \psi(s) \rightarrow \psi(t)\right)$ holds. Since $\psi(t) \in \Sigma_{1}^{\mathrm{b}, 1}$ as noted above, this together with $\left\langle\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{T}_{\ell}(\mathbf{C}),<_{\ell}\right) \beta\right.$ yields $\left(\forall t \in \mathbf{T}_{\ell}(\mathbf{C})\right) \boldsymbol{\psi}(t)$ and thus $\left(\forall t_{1}, \ldots, t_{k} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \boldsymbol{\varphi}\left(t_{1}, \ldots, t_{k}\right)$ holds.

Lemma 5. Let $\mathbf{F}=\mathbf{C} \cup \mathbf{D}$. The $<_{\ell}$-transfinite induction over $\mathbf{B}_{\ell}(\mathbf{F})$ holds in $\mathrm{U}_{2}^{1}$, where $\varphi \in \Sigma_{1}^{\mathrm{b}, 1}$.

$$
\left(\forall t \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(\left(\forall s \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s<_{\ell} t \rightarrow \varphi(s)\right) \rightarrow \varphi(t)\right) \rightarrow\left(\forall t \in \mathbf{B}_{\ell}(\mathbf{F})\right) \varphi(t) \quad\left(\mathrm{T}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{B}_{\ell}(\mathbf{F}),<_{\ell}\right)\right)
$$

Given a precedence $<_{\mathbf{F}}$ on the finite signature $\mathbf{F}$, let $\mathrm{rk}: \mathbf{F} \rightarrow \mathbb{N}$ denote the rank, a finite function compatible with $<_{\mathbf{F}}: \operatorname{rk}(f)<\operatorname{rk}(g) \Leftrightarrow f<_{\mathbf{F}} g$.

Proof. Reason in $\mathrm{U}_{2}^{1}$. Assume the premise of $\sqrt{\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{B}_{\ell}(\mathbf{F}),\left\langle_{\ell}\right)\right.}$ :

$$
\begin{equation*}
\left(\forall t \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(\left(\forall s \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s<_{\ell} t \rightarrow \varphi(s)\right) \rightarrow \varphi(t)\right) \tag{2}
\end{equation*}
$$

Let $g \in \mathbf{D}$. We show that $\left(\forall t_{1}, \ldots, t_{l} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi\left(g\left(t_{1}, \ldots, t_{l}\right)\right)$ holds by $\left(\Sigma_{1}^{\mathrm{b}, 1}\right.$-PIND) on $2^{\text {rk }(g)}$, or in other words by finitary induction on $\operatorname{rk}(g)$. Let $t_{1}, \ldots, t_{l} \in \mathbf{T}_{\ell}(\mathbf{C})$ and $t:=g\left(t_{1}, \ldots, t_{l}\right)$. By the assumption (2), it suffices to show that $\varphi(s)$ holds for any $s \in \mathbf{B}_{\ell}(\mathbf{F})$ such that $s<_{\ell} t$. Thus, let $s \in \mathbf{B}_{\ell}(\mathbf{F})$ and $s<_{\ell} t$.

CASE. $s<_{\ell}^{\mathbb{W}} t$ : In this case $s \leqslant_{\ell} t_{i}$ for some $i \in\{1, \ldots, l\}$. Since $t_{i} \in \mathbf{T}_{\ell}(\mathbf{C}), s \in \mathbf{T}_{\ell}(\mathbf{C})$ as well by Corollary and hence this case is excluded.

CASE. $s:=f\left(s_{1}, \ldots, s_{k}\right)<_{\ell}^{\square} t$ : In this case, $f<_{\mathbf{F}} g$ and hence $\operatorname{rk}(f)<\operatorname{rk}(g)$. This allows us to reason as $2^{\mathrm{rk}(g)} \leq 2^{\mathrm{rk}(f)-1}=\left\lfloor 2^{\mathrm{rk}(f)} / 2\right\rfloor$. Thus the induction hypothesis yields $\varphi(s)$.

CASE. $s:=g\left(s_{1}, \ldots, s_{l}\right)<_{\ell}^{\beta} t$. We show that the following condition holds.

$$
\begin{equation*}
\left(\forall v_{1}, \ldots, v_{l} \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\left(\forall\left(u_{1}, \ldots, u_{l}\right)<_{\ell}^{\text {lex }}\left(v_{1}, \ldots, v_{l}\right)\right) \varphi\left(g\left(u_{1}, \ldots, u_{l}\right)\right) \rightarrow \varphi\left(g\left(v_{1}, \ldots, v_{l}\right)\right)\right) \tag{3}
\end{equation*}
$$

Let $v_{1}, \ldots, v_{l} \in \mathbf{T}_{\ell}(\mathbf{C})$. By Corollary 2 the premise $\left(\forall\left(u_{1}, \ldots, u_{l}\right)<_{\ell}^{\text {lex }}\left(v_{1}, \ldots, v_{l}\right)\right) \varphi\left(g\left(u_{1}, \ldots, u_{l}\right)\right.$ of (3) yields $\left(\forall s^{\prime}<_{\ell}^{[3} g\left(v_{1}, \ldots, v_{l}\right)\right) \varphi\left(s^{\prime}\right)$. On the other side, the previous two cases yield $\left(\forall s^{\prime} \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s^{\prime}<_{\ell}^{(i)}\right.$ $\left.g\left(v_{1}, \ldots, v_{l}\right) \rightarrow \varphi\left(s^{\prime}\right)\right)(i=112)$ and hence $\left(\forall s^{\prime} \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s^{\prime}<_{\ell} g\left(v_{1}, \ldots, v_{l}\right) \rightarrow \varphi\left(s^{\prime}\right)\right)$ holds. Therefore $\varphi\left(g\left(v_{1}, \ldots, v_{l}\right)\right)$ holds by the assumption (2), yielding the statement (3). Since (3) is the premise of an instance of the schema $\left(\mathrm{TI}_{\Sigma_{l}^{\mathrm{b}, l}}\left(\mathbf{T}_{\ell}(\mathbf{C})^{l},<_{\ell}^{\text {lex }}\right)\right)$, Lemma 4 yields $\left(\forall v_{1}, \ldots, v_{l} \in \mathbf{T}_{\ell}(\mathbf{C})\right) \varphi\left(g\left(v_{1}, \ldots, v_{l}\right)\right)$, and thus $\varphi\left(g\left(s_{1}, \ldots, s_{l}\right)\right)$ holds in particular.

To derive, from $\sqrt{\operatorname{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{B}_{\ell}(\mathbf{F}),<_{\ell}\right)}$, the existence of a minimal function graph under an LPO-terminating program, we need the following technical lemma.

Lemma 6. (in $\left.\mathrm{U}_{2}^{1}\right)$ Let $(\cdot)$ be a kind 0 PQI for a signature $\mathbf{F}=\mathbf{C} \cup \mathbf{D}, t \in \mathbf{B}(\mathbf{F})$, $s \in \mathbf{T}(\mathbf{F})$ and $<_{\text {Ipo }}$ an $L P O$ induced by a precedence $<_{\mathbf{F}}$. If $s<_{1 \mathrm{lpo}} t$ and $(s) \leq(t) \leq \ell$, then, for any basic subterm $t^{\prime}$ of $s$ and for any $s^{\prime} \in \mathbf{T}(\mathbf{C})$ such that $\left(s^{\prime}\right) \leq\left(t^{\prime}\right), v<_{\ell} t$ holds for any basic subterm $v$ of $s\left[s^{\prime} / t^{\prime}\right]$.

Proof. By $<_{\mathbf{F}}$-minimality of constructors, $s^{\prime}<_{\text {lpo }} t^{\prime}$ holds. Hence $s\left[s^{\prime} / t^{\prime}\right]<_{\text {Ipo }} t$ from the assumption $s<_{\text {Ipo }} t$. This yields $v<_{\text {Ipo }} t$ by the definition of LPOs. Write $v=f\left(v_{1}, \ldots, v_{k}\right)$ for some $f \in \mathbf{D}$ and $v_{1}, \ldots, v_{k} \in \mathbf{T}(\mathbf{C})$. Let $i \in\{1, \ldots, k\}$. Then $\left\|v_{i}\right\| \leq\left(v_{i}\right) \leq(v) \leq\left(s\left[s^{\prime} / t^{\prime}\right]\right) \leq(t)$. The last inequality follows from the monotonicity (ii) of the PQI $\cap \cdot)$. This yields $\left\|v_{i}\right\| \leq \ell$ and hence $v<_{\ell} t$.

Theorem 3. (in $\mathrm{U}_{2}^{1}$ ) Suppose that $\mathbf{R}$ is a quasi-reducible LPO $O^{\text {Poly }(0)}$-program. Then, for any basic term $t$, there exists a minimal function graph $G$ (in the sense of Section [5) such that that $\langle t, s\rangle \in G$ holds for an $\mathbf{R}$-normal form s of $t$.

Proof. Suppose that $\mathbf{R}$ is a quasi-reducible $\mathrm{LPO}^{\text {Poly }(0)}$ _program witnessed by an LPO $<_{\text {lpo }}$ and a kind 0 PQI $(\cdot)$ and that $<_{\ell}$ is a finite restriction of $<_{\text {lpo }}$. Let $\psi_{\ell}(x, y, X)$ denote a $\Sigma_{0}^{\mathrm{b}, 1}$-formula with no free variables other than $x, y$ and $X$ expressing that $X \subseteq \mathbf{B}_{\ell}(\mathbf{F}) \times \mathbf{T}_{\ell}(\mathbf{C})$ is a set of pairs of terms such that $\langle x, y\rangle \in X$, and, for any $\langle t, s\rangle \in X,(s) \leq(t) \leq \ell$ and $\exists l \rightarrow r \in \mathbf{R}, \exists \theta: V_{\mathbf{R}} \rightarrow \mathbf{T}_{\ell}(\mathbf{C})$ s.t. $t=l \theta$ and one of the following cases holds.

1. $s=r \boldsymbol{\theta} \in \mathbf{T}_{\ell}(\mathbf{C})$.
2. $\exists\left\langle\left\langle t_{j}, s_{j}\right\rangle \in X \mid j<\|r\|\right\rangle$ s.t. $s=\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{\|r\|-1} / t_{\|r\|-1}\right]$, where $s^{\prime}[u / v]$ is identical if no $v$ occurs in $s^{\prime}$.

Note that, since $V_{\mathbf{R}}$ is a finite set of variables, $\exists \boldsymbol{\theta}: V_{\mathbf{R}} \rightarrow \mathbf{T}_{\ell}(\mathbf{C})$ can be regarded as a (first order) bounded quantifier. By Proposition 111, we can find a polynomial term $p(x)$ such that $(t) \leq p(|\ulcorner t\urcorner|)$ holds for any $t \in \mathbf{B}(\mathbf{F})$. The rest of the proof is devoted to deduce $(\forall t \in \mathbf{B}(\mathbf{F}))\left(\exists s \in \mathbf{T}_{\ell}(\mathbf{C})\right) \exists G \psi_{p(|\ulcorner t\urcorner|)}(t, s, G)$ for such a bounding polynomial $p$. Fix an input basic term $t_{0} \in \mathbf{B}(\mathbf{F})$ and let $\varphi_{\ell}(t)$ denote the $\Sigma_{1}^{\text {b,1 }}$-formula $(\exists s \in$ $\left.\mathbf{T}_{\ell}(\mathbf{C})\right) \exists G \psi_{\ell}(t, s, G)$, where $\ell=p\left(\left|\left\ulcorner t_{0}\right\urcorner\right|\right)$. Since $t_{0} \in \mathbf{B}_{\ell}(\mathbf{F})$, it suffices to deduce $\left(\forall t \in \mathbf{B}_{\ell}(\mathbf{F})\right) \varphi_{\ell}(t)$. By Lemma 5, this follows from $\left(\forall t \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(\left(\forall s \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s<_{\ell} t \rightarrow \varphi_{\ell}(s)\right) \rightarrow \varphi_{\ell}(t)\right)$, which is the premise of an instance of $\left\langle\mathrm{TI}_{\Sigma_{1}^{\mathrm{b}, 1}}\left(\mathbf{B}_{\ell}(\mathbf{F}),<_{\ell}\right)\right.$. Thus let $t \in \mathbf{B}_{\ell}(\mathbf{F})$ and assume the condition

$$
\begin{equation*}
\left(\forall s \in \mathbf{B}_{\ell}(\mathbf{F})\right)\left(s<_{\ell} t \rightarrow \varphi_{\ell}(s)\right) \tag{4}
\end{equation*}
$$

Since $\mathbf{R}$ is quasi-reducible, there exist a rule $l \rightarrow r \in \mathbf{R}$ and a substitution $\theta: V_{\mathbf{R}} \rightarrow \mathbf{T}_{\ell}(\mathbf{C})$ such that $t=l \theta$. The remaining argument splits into two cases depending on the shape of $r \theta$.

CASE 1, $r \boldsymbol{\theta} \in \mathbf{T}_{\ell}(\mathbf{C})$ : In this case $\psi_{\ell}(t, r \theta, G)$ holds for the singleton $G:=\{\langle t, r \theta\rangle\}$.
CASE 2, $r \boldsymbol{\theta} \notin \mathbf{T}_{\ell}(\mathbf{C})$ : In this case there exists a basic subterm $v_{0}$ of $r \theta$. Fix a term $u_{0} \in \mathbf{T}_{\ell}(\mathbf{C})$ such that $\left(u_{0}\right) \leq\left(v_{0}\right)$. We show the following claim by finitary induction on $m<\|r\|$.

Claim 1. There exists a sequence $\left\langle\left\langle t_{j}, s_{j}, G_{j}\right\rangle \mid j \leq m\right\rangle$ of triplets such that, for each $j \leq m$, (i) $t_{j}<_{\ell} t$, (ii) $\psi_{\ell}\left(t_{j}, s_{j}, G_{j}\right)$ holds, and (iii) $\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{j} / t_{j}\right]$ is not identical to $\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{j-1} / t_{j-1}\right]$ as long as $\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{j-1} / t_{j-1}\right]$ has a basic subterm.

In the base case $m=0$, let $t_{0}$ be an arbitrary basic subterm of $r \theta$. Then, since $(r \theta) \leq(l \theta), t_{0}<_{\ell} t$ follows from the definition of LPOs. Hence, by the assumption (4), there exist a term $s_{0} \in \mathbf{T}_{\ell}(\mathbf{C})$ and a set $G_{0}$ such that $\psi_{\ell}\left(t_{0}, s_{0}, G_{0}\right)$ holds. Clearly, $(r \theta)\left[s_{0} / t_{0}\right]$ is not identical to $r \theta$. For induction step,
suppose that there exists a sequence $\left\langle\left\langle t_{j}, s_{j}, G_{j}\right\rangle \mid j \leq m\right\rangle$ fulfilling the conditions (i)-(iii) in the claim. In case that $\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{m} / t_{m}\right]$ has no basic subterm, let $\left(t_{m+1}, s_{m+1}\right)=\left(v_{0}, u_{0}\right)$. Otherwise, let $t_{m+1}$ be an arbitrary basic subterm. Then $t_{m+1}<_{\ell} t$ holds by Lemma Hence, as in the base case, the assumption (4) yields a term $s_{m+1} \in \mathbf{T}_{\ell}(\mathbf{C})$ and a set $G_{m+1}$ such that $\psi_{\ell}\left(t_{m+1}, s_{m+1}, G_{m+1}\right)$ holds. By the choice of $t_{m+1},\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{m+1} / t_{m+1}\right]$ is not identical to $\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{m} / t_{m}\right]$.

Now let $s:=\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{\|r\|-1} / t_{\|r\|-1}\right]$ for a sequence $\left\langle\left\langle t_{j}, s_{j}, G_{j}\right\rangle \mid j<\|r\|\right\rangle$ witnessing the claim in case $m=\|r\|-1$. Then $s \in \mathbf{T}_{\ell}(\mathbf{C})$ since $\mid\left\{f \in \mathbf{D} \mid f\right.$ appears in $\left.\left((r \theta)\left[s_{0} / t_{0}\right] \cdots\right)\left[s_{j} / t_{j}\right]\right\} \mid \leq$ $\|r\|-(j+1)$ holds for each $j<\|r\|$ by the condition (iii) in the claim. Defining a set $G$ by $G=$ $\{\langle t, s\rangle\} \cup\left(\bigcup_{j<\|r\|} G_{j}\right)$ now allows us to conclude $\psi_{\ell}(t, s, G)$.

## 7 Application

In the last section, to convince readers that the formalization of termination proofs described in Theorem 3 for LPO ${ }^{\text {Poly }(0)}$-programs is optimal, we show that the formalization yields an alternative proof of Theorem i i.e., that $\mathrm{LPO}^{\text {Poly }(0)}$-programs can only compute polynomial-space computable functions.

The next lemma ensures that the set $G$ constructed in Theorem 3 is indeed a minimal function graph.
Lemma 7. Suppose that $\mathbf{R}$ is a quasi-reducible LPO ${ }^{\text {Poly }(0)}$-program. Let $\psi_{\ell}(x, y, X)$ denote the $\Sigma_{0}^{\mathrm{b}, 1}$ formula defined in the proof of Theorem 3 Then, for any $t \in \mathbf{B}(\mathbf{F})$ and for any $t \in \mathbf{T}(\mathbf{C}), t \xrightarrow[i]{i} \dot{\mathbf{R}}^{1}$ s if and only if $\exists G \psi_{\left.p\left(\mid{ }^{\ulcorner } \uparrow\right\rceil\right)}(t, s, G)$ holds under the standard semantics.

Proof. Let $\mathbf{R}$ reduce under an LPO $<_{\mathrm{lpo}}$. For the "if" direction, it can be shown that $(\forall t \in \mathbf{B}(\mathbf{F}))(\forall s \in$ $\mathbf{T}(\mathbf{C}))\left(\exists G \psi_{p(\mid\ulcorner t\rceil)}(t, s, G) \Rightarrow t{\underset{\sim}{\mathbf{R}}}_{1} s\right)$ holds by (external) transfinite induction along < ${ }_{\text {Ipo }}$. For the "only if" direction, it can be shown that $(\forall t \in \mathbf{B}(\mathbf{F}))(\forall s \in \mathbf{T}(\mathbf{C}))\left(t{ }_{\rightarrow}^{\mathrm{i}}{ }_{\mathbf{R}}^{m} s \Rightarrow \exists G \psi_{p(\mid\ulcorner t\urcorner)}(t, s, G)\right)$ holds by induction on $m$, where ${ }_{i}^{i}{\underset{\mathbf{R}}{ }}_{m}$ denotes the $m$-fold iteration of $\dot{\mathrm{i}}_{\mathbf{R}}$.

Now Theorem 3 and Lemma 7 yield an alternative proof of (a variant of) Theorem 1
Corollary 3. Every function computed by a quasi-reducible LPO ${ }^{\text {Poly }(0)}$ _program is computable in polynomial space.

Proof. By Theorem 3, $\mathrm{U}_{2}^{1}$ proves the formula

$$
\operatorname{QR}(\mathbf{R}) \wedge \mathrm{LPO}\left(\mathbf{R},<_{\mathrm{lpo}}\right) \wedge \operatorname{PQI}(\mathbf{R}, \| \cdot D) \rightarrow(\forall t \in \mathbf{B}(\mathbf{F}))\left(\exists s \in \mathbf{T}_{\left.p\left(\mid r^{r}\right\rceil \mid\right)}(\mathbf{C})\right) \exists G \psi_{p(|\ulcorner t\urcorner|)}(t, s, G),
$$

where $\operatorname{QR}(\mathbf{R}), \operatorname{LPO}\left(\mathbf{R},<_{\text {Ipo }}\right)$ and $\operatorname{PQI}(\mathbf{R}, \| \cdot \downarrow)$ respectively express that any $\mathbf{B}(\mathbf{F})$-term is reducible, $\mathbf{R}$ reduces under $<_{\text {lpo }}$, and $(\forall(l \rightarrow r) \in \mathbf{R})\left(\forall \theta: V_{\mathbf{R}} \rightarrow \mathbf{T}(\mathbf{C})\right)(r \theta) \leq(l \theta)$. By Lemma 2, LPO $\left(\mathbf{R},<_{\text {lpo }}\right)$ can be expressed with a $\Sigma_{0}^{\mathrm{b}, 1}$-formula, but neither $\mathrm{QR}(\mathbf{R})$ nor $\operatorname{PQI}(\mathbf{R}, \| \cdot D)$ is literally expressible with a bounded formula. Nonetheless, the proof can be easily modified to a proof of the statement

$$
(\forall t \in \mathbf{B}(\mathbf{F}))\left(\exists s \in \mathbf{T}_{\ell}(\mathbf{C})\right)\left(\mathrm{QR}_{\ell}(\mathbf{R}) \wedge \mathrm{LPO}\left(\mathbf{R},<_{\mathrm{lpo}}\right) \wedge \mathrm{PQI}_{\ell}(\mathbf{R}, \downarrow \cdot \downarrow) \rightarrow \exists G \psi_{\ell}(t, s, G)\right),
$$

where $\ell=p(|\ulcorner t\urcorner|)$, and $\mathrm{QR}_{\ell}(\mathbf{R})$ and $\mathrm{PQI}_{\ell}(\mathbf{R},(\| \cdot))$ respectively express that any $\mathbf{B}_{\ell}(\mathbf{F})$-term is reducible, and $(\forall(l \rightarrow r) \in \mathbf{R})\left(\forall \theta: V_{\mathbf{R}} \rightarrow \mathbf{T}_{\ell}(\mathbf{C})\right)(r \theta) \leq(l \theta)$. Both $\mathrm{QR}_{\ell}(\mathbf{R})$ and $\mathrm{PQI}_{\ell}(\mathbf{R}, \| \cdot \nu)$ can be regarded as $\Sigma_{0}^{\mathrm{b}, 1}$-formulas, and hence the formula $\varphi_{\ell}(t, s): \equiv \mathrm{QR}_{\ell}(\mathbf{R}) \wedge \mathrm{LPO}\left(\mathbf{R},<_{\text {Ipo }}\right) \wedge \mathrm{PQI}(\mathbf{R},(\cdot \|) \rightarrow$ $\exists G \psi_{\ell}(t, s, G)$ lies in $\Sigma_{1}^{\mathrm{b}, 1}$.

Now suppose that a function $[\mathrm{f}]: \mathbf{T}(\mathbf{C})^{k} \rightarrow \mathbf{T}(\mathbf{C})$ is computed by a quasi-reducible $\mathrm{LPO}^{\mathrm{Poly}(0)}$ program $\mathbf{R}$ for some $k$-ary function symbol $\mathrm{f} \in \mathbf{D}$. Then Lemma 1 yields a polynomial-space computable
function $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ such that $\varphi_{p\left(\mid\left\ulcorner f\left(t_{1}, \ldots, t_{k}\right\urcorner\right)\right)}\left(\mathrm{f}\left(t_{1}, \ldots, t_{k}\right), \underline{\left.f\left(\left\ulcorner t_{1}\right\urcorner, \ldots,\left\ulcorner t_{k}\right\urcorner\right)\right) \text { holds for any } t_{1}, \ldots, t_{k} \in \mathbf{T}(\mathbf{C})}\right.$ under the standard semantics. Hence, by assumption, $\psi_{p\left(\mid\left\ulcorner\mathrm{f}\left(t_{1}, \ldots, t_{k}\right\urcorner\right)\right.}\left(\mathrm{f}\left(t_{1}, \ldots, t_{k}\right), f\left(\left\ulcorner t_{1}\right\urcorner, \ldots,\left\ulcorner t_{k}\right\urcorner\right), G\right)$ holds for some set $G \subseteq \mathbf{B}(\mathbf{F}) \times \mathbf{T}(\mathbf{C})$. By Lemma 7 this means the correspondence $\overline{\lceil\mathrm{f}}\left(t_{1}, \ldots, t_{k}\right)=s \Leftrightarrow$ $f\left(\left\ulcorner t_{1}\right\urcorner, \ldots,\left\ulcorner t_{k}\right\urcorner\right)=\ulcorner s\urcorner$. Therefore, $\left\ulcorner[\mathrm{ff}]\left(t_{1}, \ldots, t_{k}\right)\right\urcorner$ can be computed with space bounded by a polynomial in $\left|\left\ulcorner t_{1}\right\urcorner\right|, \ldots,\left|\left\ulcorner t_{k}\right\urcorner\right|$ and thus bounded by a polynomial in $\left\|t_{1}\right\|, \ldots,\left\|t_{k}\right\|$.

## 8 Conclusion

This work is concerned with optimal termination proofs for functional programs in the hope of establishing logical foundations of computational resource analysis. Optimal termination proofs were limited for programs that compute functions lying in complexity classes closed under exponentiation. In this paper, employing the notion of minimal function graph, we showed that termination proofs under LPO ${ }^{\text {Poly }}{ }^{(0)}$ programs can be optimally formalized in the second order system $\mathrm{U}_{2}^{1}$ of bounded arithmetic that is complete for polynomial-space computable functions, lifting the limitation. The crucial idea is that inductive definitions of minimal function graphs under $\mathrm{LPO}^{\text {Poly }}\left({ }^{(0)}\right.$-programs can be approximated with transfinite induction along LPOs. As a small consequence, compared to the original result, Theorem when we say "a program $\mathbf{R}$ computes a function", the quasi-reducibility of $\mathbf{R}$ is explicitly needed to enable the formalization.

Finally, let us call a program $\mathbf{R}$ an $M P O^{P o l y(0)}$ one if $\mathbf{R}$ reduces under an MPO (with product status only) and $\mathbf{R}$ admits a kind 0 PQI. In [4] Theorem 42], Theorem 1 is refined so that a function can be computed by an $\mathrm{MPO}^{\text {Poly }(0)}$-program if and only if it is computable in polynomial time. The program $\mathbf{R}_{\mathrm{lcs}}$ described in Example 1 is an example of $\mathrm{MPO}^{\mathrm{Poly}(0)}$-programs, and hence the length of the longest common subsequences is computable even in polynomial time. By Theorem 211 it is quite natural to expect that minimal function graphs under MPO ${ }^{\text {Poly }(0)}$-programs can be constructed in the first order system $\mathrm{S}_{2}^{1}$. However, we then somehow have to adopt the formula $\varphi_{\ell}(t, s) \equiv \mathrm{QR}_{\ell}(\mathbf{R}) \wedge \mathrm{LPO}\left(\mathbf{R},<_{\text {Ipo }}\right.$ ) $\wedge \mathrm{PQI}_{\ell}(\mathbf{R}, 0 \cdot D) \rightarrow \exists G \psi_{\ell}(t, s, G)$ (in the proof of Corollary 3) to a $\Sigma_{1}^{\mathrm{b}}$-formula, which is clearly more involved than the present case.
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