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The number of mobile robots with constrained computing resources that need to execute complex
machine learning models has been increasing during the past decade. Commonly, these robots rely on
edge infrastructure accessible over wireless communication to execute heavy computational complex
tasks. However, the edge might become unavailable and, consequently, oblige the execution of the
tasks on the robot. This work focuses on making it possible to execute the tasks on the robots by
reducing the complexity and the total number of parameters of pre-trained computer vision models.
This is achieved by using model compression techniques such as Pruning and Knowledge Distillation.
These compression techniques have strong theoretical and practical foundations, but their combined
usage has not been widely explored in the literature. Therefore, this work especially focuses on
investigating the effects of combining these two compression techniques. The results of this work
reveal that up to 90% of the total number of parameters of a computer vision model can be removed
without any considerable reduction in the model’s accuracy.

1 Introduction

The amount of scenarios where robots (which are mostly resource-constrained) that need to execute com-
plex machine learning models is increasing rapidly. An example of such a scenario is a Human-Robot
Collaboration (HRC) scenario where robots need to avoid any hazardous situations through safety anal-
ysis [8,9]]. Commonly, safety analysis involves complex computer vision tasks that require substantial
computing power to perform the inferences in real-time.

Many robots have constrained computing resources that might not fulfill the requirement of executing
the safety analysis module without delays, which may lead to an increase in the risk level. Therefore,
they rely on edge infrastructures to run these complex tasks. In some cases, the communication between
the robot and the edge is not possible and in other cases, a less accurate inference result is allowed in
low-risk situations (e.g. absence of nearby obstacles). These situations motivate devising solutions to
process the robot’s sensor data on its embedded processor rather than executing on the edge.

Through the years, different approaches aiming to tackle computer vision and object detection tasks
were investigated, leading to a lot of different computer vision models. Most of these algorithms have
the major disadvantage of being highly complex, thus they require a lot of processing and computing
power to be executed. Consequently, mobile robots with constrained computing resources cannot execute
R.C. Cardoso, A. Ferrando, F. Papacchini,

M. Askarpour, L.A. Dennis (Eds.): Second © T. Souroulla, A. Hata, A. Terra, O. Ozkahraman & R. Inam
‘Workshop on Agents and Robots for reliable This work is licensed under the
Engineered Autonomy (AREA’22). Creative Commons|Attribution License.

EPTCS 362, 2022, pp. 54 doij10.4204/EPTCS.362.7


http://dx.doi.org/10.4204/EPTCS.362.7
https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/

T. Souroulla, A. Hata, A. Terra, O. Ozkahraman & R. Inam 55

them on their processors without any delays. Therefore, an investigation seeking to reduce the original
version’s complexity and the required computational load will be beneficial.

This work proposes reducing the complexity of the computer vision models through model com-
pression to allow their execution on the robot’s embedded computer. Essentially, model compression
reduces the complexity of a model by removing network connections that have low contribution in the
output generation. In addition, computer vision models can have a plethora of redundant operations
that do not need to be processed, such as multiplications by 1 or additions with 0. Two techniques
commonly employed in model compression problems are evaluated: Pruning [12], which identifies and
removes redundant operations, and Knowledge Distillation [14]], which replaces the original model with
a smaller, less complex one that mimics the output of the original one. Given these techniques, it is
verified whether the compressed models can maintain high levels of accuracy while reducing their total
number of parameters. The solution is aimed to be employed in safety-critical HRC scenarios where
real-time requirements should be satisfied along with accurate responses of the models.

The main contribution of this work is a model compression solution that combines different strategies
to reduce the complexity of computer vision models with low degradation in accuracy. More specifically,
Knowledge Distillation and Pruning are combined which showed better performance compared to their
stand-alone versions.

The rest of this paper is structured as follows: [Section 2| presents related work of model compression
techniques; presents the methods used for compressing a deep neural network (DNN) model;

presents the experimental setup; provides an analysis and comparisons between the
results; Sections [6]and [7] conclude this work with discussions and future works.

2 Related Works

The reduction of the complexity and the computational load of complex computer vision tasks is done for
multiple reasons. One of them is the constrained computing resources of mobile robots which prohibits
real-time execution of these tasks. As mentioned in [12f], the most important reason for compressing
a model is the low power and memory budget of a mobile robot as a significant amount of memory
is required for storing the network’s weights and millions of multiplications must be carried out for a
single input. Another reason that makes model compression necessary is the low-latency requirement in
time-critical scenarios since mobile robots should act immediately in a hazardous situation.

Several different methods for compressing a model are discussed in the literature with Pruning and
Knowledge Distillation being the most prevalent ones. Pruning [3]] is a model compression technique
that compresses the original model by removing and eliminating redundant operations, and Knowledge
Distillation [7]] is a model compression technique in which the large complex model is replaced by a
smaller and less complex one. Moreover, DNN (Deep Neural Network) Splitting is a model compression
method in which the computer vision model is divided into two parts, the “head” and the “tail”. The first
part is executed on the local processor of a robot, and the second part, which is more complex than the
first one is executed on the edge [14]. Additionally, Neural Filter [[15] is a filter that is embedded in the
early layers of the overall object detection model and is a classifier whose output is binary, indicating
whether an image is empty or not. Empty images are discarded and are not processed by the model and
as a result, fewer images are processed leading to a reduced amount of total calculations completed.

When it comes to Pruning, there are numerous techniques that one could use that follow different
criteria. Minimum weight, activation, and mutual information [16] are three main criteria that are used
in Pruning. In the minimum weight criterion, connections that have the lowest weights in a layer are
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removed. In the activation criterion, weights are removed based on the assumption that if an activation
value (an output feature map) is low, then this feature detector is not significant for the prediction task,
and thus, it is removed. In the mutual information criterion though, the decision of whether to keep a
connection or not is based on measuring how much information from one connection is already present in
another connection of the neural network. The connection is removed if this information is incorporated
in other connections.

Knowledge Distillation introduced in [7]], is a method in which a simpler model, called the “student”
model, is trained to mimic the output of a more complex one, called the “teacher” model. The key
assumption is that large “teacher” models are often over-parameterized and can be compressed without
any significant performance loss. At the end of the training phase, the “student” model replaces the
“teacher” model and as a result, the complexity and the inference time of the computer vision process
are reduced.

These two model compression techniques have been investigated in depth in the literature and have
strong theoretical and practical foundations, but work on their combinations is limited. The novel part of
this work is to investigate their combination and verify if it outperforms the stand-alone versions.

3 Background on the Applied Methods

In this section, the model compression techniques that are applied in the proposed solution are described,
beginning with Pruning and followed by Knowledge Distillation.

3.1 Pruning

Deep neural networks are often over-parameterized and may have redundant operations that do not have
an effect on the end result. Pruning is a model compression technique that aims to reduce the number
of parameters of complex models by identifying and eliminating redundant operations. The first step of
this technique is to train the neural network, while the second step is to identify and remove unimportant
connections. In this step, connections that have low weights are removed, using one of the many different
Pruning techniques that are available. The final step of Pruning is the fine-tuning of the obtained model
to avoid losing a significant amount of accuracy.

Among existing Pruning techniques, this work employs random, class-uniform, and class-blind [13]]
Pruning. In random Pruning, a percentage x is selected by the user, and regardless of their layer and
weight value, x% connections are randomly removed from the whole network. In class-uniform, Pruning
is distributed equally among hidden layers, which is achieved by selecting a percentage x and Pruning
out the x% connections with the lowest weights per layer. Whereas in class-blind, given a percentage x,
connections with the lowest x% are removed from the network regardless of the layer they are in. Studies
showed a better performance of class-blind compared to the previous two techniques [13]]. Each Pruning
technique results in a different network as can be seen in Connections that are going to be
pruned are marked with red labels.

3.2 Knowledge Distillation

The goal of Knowledge Distillation is to use a less complex model, so-called the student model, to
replicate the output represented by a more complex model, so-called the teacher model. This method
is based on the assumption that teacher models are often over-parameterized, and can be compressed
without causing significant performance loss. By using a simpler model that produces the same output,
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Figure 1: Different Pruning techniques result in different end models, even when using the same initial
neural network. Top figure shows random Pruning in which 50% connections are removed randomly.
Middle figure shows class uniform where 50% lowest weights are discarded. Bottom figure shows class
blind which 50% lowest weights of each layer are eliminated.

the total inference time is reduced. An example of Knowledge Distillation compression can be seen in
Mimicking the output of the original model is the key to a successful Knowledge Distillation,
and when the student model replicates the output of a teacher model, the knowledge transferred from it
can achieve higher performance than the original one [2]]. This replication is achieved by training the
student model using the output of the teacher model instead of using the labels provided by a dataset.
For performing the Knowledge Distillation technique, both models, the teacher and the student must be
selected by the user. The selection of these models can be challenging as it can be difficult to find an
appropriate student model. Therefore, a trial-and-error process may be necessary to ensure satisfactory
results.

4 Experimental Setup

In total, three sets of experiments with the same goal are implemented. This goal is to reduce the total
size of the selected models without losing any significant amount of accuracy. The first set of experiment
that is implemented is Pruning, with the second one being Knowledge Distillation. The third and last
set of experiment is a combination of the first two experiments, which consists of applying Knowledge
Distillation on a selected model and then using Pruning on the resulting model. The experiments are
reproduced for two different tasks, Object Detection and Semantic Segmentation.

4.1 Datasets

For the Object Detection task, where the output of the computer vision models are bounding boxes of
the detected objects, the dataset that is used is CIFAR10 [10].

For the Semantic Segmentation part of the experiments, where the output of the computer vision
models are segmentation masks of the detected objects, the datasets that are used are COCO [11]] and
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Figure 2: Knowledge Distillation example that begins from a large complex teacher model and results in
a smaller, less complex student model.

Pascal-VOC [4].

These datasets were chosen as they are easily accessible through common libraries, such as torchvi-
sion [17]].

4.2 Models

For the purposes of this work, five models are compressed using two model compression techniques.
Three of the models are used for the object detection task, which are LeNet [18] and two models from
the ResNet family [6], which are ResNet-18 and ResNet-101. The remaining two models are used for
the semantic segmentation task and these models are DeepLabV3 MobileNetV3 [1]] and one from the
ResNet family, FCN ResNet-101. These models were chosen due to their number of parameters and
considerable differences between them. For this work, any model with a similar number of parameters
might be used, but these five were chosen due to their easy accessibility and widespread use.

The total number of parameters for each of these models is listed in

Table 1: Number of parameters of the models used.

Object Detection
LeNet ResNet-18 ResNet-101
0.357 x 10° 11.2 x 10° 44.5 x 10°

Semantic Segmentation

FCN ResNet-101

DeepLab3

54.3 x 10°

11.1x 10°




T. Souroulla, A. Hata, A. Terra, O. Ozkahraman & R. Inam 59

4.3 Performance Metric

The metric that is considered for determining which model performs best is a trade-off between the drop
in the accuracy of the compressed model and the percentage that the network was compressed. The goal
is to maximize the compression percentage while minimizing the accuracy drop of the compressed model
(for the Object Detection, top-1 accuracy is considered, and for the Semantic Segmentation task, Global
Pixel Accuracy is considered [S]]).

5 Results and Analysis

In this section, the results of the three experiments are presented and analyzed: Pruning, Knowledge
Distillation and the combination of these two techniques.

5.1 Pruning

In this experiment, three different Pruning techniques are applied in the different models presented in
Table 1} aiming to identify the best performing Pruning technique for both Object Detection and Semantic
Segmentation tasks. The three Pruning techniques that are used are random, class-uniform and class-
blind Pruning.

The Pruning results for the object detection models can be seen in [Figure 3| and |[Figure 4] which
present the top-1 validation accuracy and the number of parameter curves, respectively. and
present the results for the LeNet model, while [Figure 3b] and [Figure 4b| present the results for
ResNet-18 model, and [Figure 3c| and [Figure 4c| present the results for the ResNet-101 model. These
results show that in all three models and for most of the different Pruning percentages, the technique
that performed best was the class-blind technique, as it achieved higher accuracy than the other two
techniques. Furthermore, the class-blind technique was more consistent than the other two techniques,
as the accuracy of the models did not have a large drop, even for Pruning percentages above 40%. Thus,
it can be concluded that the class-blind technique is the best performing Pruning technique for the object
detection task and will be used for the upcoming experiments.

As for the number of parameters, a linear behavior among the different Pruning percentages was
expected, as well as the same number of parameters for all three Pruning techniques since the same
Pruning percentage was applied. However, as it can be observed from [Figure 4] this is not the case. This
non-linear behavior takes place as in some cases, all the input connections of a neuron are pruned, and as
a result, all the output connections are pruned as well since there is no input. This is the main reason for
the difference in the number of parameters between different Pruning techniques and for the non-linear
behavior for different Pruning percentages.

The results for the semantic segmentation models can be seen in[Figure 5] which presents the Global
Pixel Accuracy of the MobileNet model for the different Pruning strategies and percentages.
and present the results for the two different datasets used in this experiment. The semantic
segmentation results show that there are no significant differences in the accuracy drop between the three
Pruning techniques, even for Pruning percentages above 40%. Thus, it can be concluded that any of
these techniques could be used for the upcoming experiments, but the decision was to use the class-blind
technique in order to stay consistent between object detection and semantic segmentation tasks.
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(a) Results for LeNet. (b) Results for ResNet-18. (c) Results for ResNet-101.

Figure 3: Top-1 Accuracy for Object Detection models for different Pruning strategies and percentages.
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Figure 4: Number of Parameters for Object Detection models for different Pruning strategies and per-
centages.
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Figure 5: Global Pixel Accuracy for Semantic Segmentation for different Pruning strategies and percent-
ages.
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5.2 Knowledge Distillation

In the Knowledge Distillation experiment, different combinations of models were tested to evaluate the
accuracy drop between the teacher and the student models. In total, four different combinations were
evaluated, three for the object detection task and one for the semantic segmentation task. At the end of
this experiment, the best combinations out of them are selected and used for the upcoming experiment.

For the object detection task, the first evaluated combination had ResNet-18 as the teacher model and
LeNet as the student model, while the second one used ResNet-101 as the teacher model and ResNet-18
as the student model. The third combination for this task used ResNet-101 as the teacher model and
LeNet as the student model. For the semantic segmentation task, one combination was tested out and
that was using FCN ResNet-101 as the teacher model and MobileNet-V3 as the student model, both for
COCO and VOC datasets.

In each combination, the accuracy and the number of parameters of the student model were obtained.
These values along with the accuracy of the teacher model are presented in [Table 2| and [Table 3| for
object detection and semantic segmentation, respectively. These results show an accuracy higher than
80% for all combinations while significantly reducing the number of parameters. We see that in three
combinations (ResNet-101 to ResNet-18, ResNet-101 to LeNet and FCN ResNet-101 to MobileNet-
V3), the student model achieved higher accuracy than the teacher model. This behavior is in line with
the literature [2] and can happen when the student model has a more suitable DNN architecture for a
given task than the teacher model.

ResNet-18 to | ResNet-101 to | ResNet-101 to

LeNet ResNet-18 LeNet
Accuracy of the teacher 92 48 20.62 30.62
model(%)
Accuracy of the student
model(%) 85.10 86.81 81.47

112 x 10° to|445 x 10° to|445 x 10° to

Number of Parameters 0.357 x 10° 11.2% 108 0.357 x 106

Table 2: Results of the validation accuracy for different combinations of teacher and student models for
the object detection task.

VOC Dataset COCO Dataset
if)cduell'?g) of the teacher 82 4 %04
if)cdl:i?g) of the student 28 06 90.68
Number of Parameters ?T? XX] 061 0° 1o ?T? XX] 061 0°  to

Table 3: Results of the validation accuracy for combination of teacher model being FCN ResNet-101
and the student model being MobileNet-V3 for the semantic segmentation task.
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Finally, from the Knowledge Distillation experiment, all four combinations achieved accuracy higher
than 80%, and the total number of parameters is reduced more than 75%. Nevertheless, the combina-
tions that are going to be used for the upcoming experiment are ResNet-18 to LeNet and ResNet-101 to
ResNet-18 for the object detection task, and FCN ResNet-101 to MobileNet-V3 for the semantic seg-
mentation task. These combinations were selected as they achieve total accuracy higher than 85% and
they have a sufficient number of parameters left for investigating the effect of Pruning when applied to
the student model.

5.3 Combining Knowledge Distillation and Pruning

In this experiment, which is the main contribution of this work, Knowledge Distillation is first applied on
a large teacher model, and then Pruning is applied on the resulting student model. Based on the results of
the two previous experiments, three student models from Knowledge Distillation were selected and then
applied class-blind Pruning. The resulting plots for the pruned student models with the accuracy values

against the Pruning fraction are shown in

Test Top 1 Accuracy Vs. Pruning Fraction
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0.1 0.2 03 0.4 05 0.6
Pruning Fraction

0.87

Test Top 1 Accuracy Vs. Pruning Fraction

O(global Pixel Accuracy Accuracy Vs. Pruning Fraction

0

(a) Results for ResNet-18 model to
LeNet.

\\ 0.85
\\\ . \\\
) 075 \\
\ 07 N &
= E— 0.65 BN
N 0.6
\ 1 055
N N
045 o N
0.1 0.2 0.3 0.4 05 0.6 0.40 0.1 0.2 03 0.4 05 0.6 0.7
Pruning Fraction Pruning Fraction
(b) Results for ResNet-101 (c) Results for FCN ResNet-101 to

ResNet-18.

MobileNet-V3.

Figure 6: Results for the Pruning part for the three resulted student models.

From the results of the object detection task, which can be seen in the first two rows of
and from figures |[Figure 6al and [Figure 6b] it can be observed that the results of both combinations
achieved total accuracy higher than 80% for a compression percentage of more than 90%. An even
higher compression percentage can be achieved by applying a bigger Pruning fraction, but it comes with
the cost of total accuracy being less than 80%. The best-performing combination is considered to be the
second one, which is using ResNet-101 as the teacher model and ResNet-18 as the student model. The
reason is that it has a lower accuracy drop than the other combination, with approximately the same ratio
in the number of parameters between the student and the teacher model.

The results of the semantic segmentation task can be seen in and from figure [Figure 6¢| From
these results, it can be observed that for a Pruning percentage larger than 20%, there is a significant drop
in the accuracy of the resulting model. Thus, if the total accuracy of the model needs to be higher than
80%, then the initial model cannot be compressed more than 85%, which is achieved by applying 10%
Pruning percentage when Pruning the student model.




T. Souroulla, A. Hata, A. Terra, O. Ozkahraman & R. Inam 63

6 Discussion

According to the findings of this study, the model compression techniques evaluated were able to retain
high levels of accuracy (above 80%) even when the compression percentage was greater than 90%. As
a result, it can be argued that the size of a computer vision model, or a DNN in general, can be reduced
without sacrificing a significant amount of accuracy, confirming the hypothesis that large computer vi-
sion models are frequently over-parameterized. Furthermore, Pruning and Knowledge Distillation model
compression techniques were proven to be effective when applied individually to computer vision algo-
rithms and DNNSs, and they had even better results when they were combined.

Despite these observations, the proposed solution have limitations. Currently it is not possible to gen-
eralize our findings for any computer vision model as each model has its own particularities. Therefore,
a manual trial-and-error approach should be performed for each case. Based on the results of this work,
a simple recommendation for finding a proper student model in a Knowledge Distillation experiment is
to avoid models with a ratio of less than 20% between the number of parameters of the student and the
teacher model, implying that the number of parameters should not be reduced by more than 80%.

7 Conclusion and Future Works

The purpose of this work was to reduce the complexity of computer vision models while maintaining
high levels of accuracy. The results of this attempt were successful in reducing the complexity and the
size of these models while maintaining the accuracy at high levels. In this work, we have shown that the
size of a computer vision model can be reduced by 90% while still achieving accuracy higher than 80%.
This leads to fewer computations to obtain the result, which means that lower inference time is achieved,
and a reduction in computer resources as well. Consequently, real-time processing may be achieved with
a compressed version of a model when computations are done locally on the mobile robot’s processor. In
cases where high precision is required, the original model might be preferred over a compressed version
of it.

Due to the scope of this problem, there is room for improvement and future work. A possible future
work will be to employ more model compression techniques, such as DNN splitting and neural filtering,
and perform more experiments, or even test more combinations for the two techniques that were used
in this work. One more possible future work is to evaluate the best-performing model in a real-world
scenario and determine if the compressed version of the model produces the desired output without being
connected to edge resources. Finally, one last possible future work is to compare a compressed model
against an already smaller model, like YOLO, to determine if compressing a model is better than using a
smaller one from the beginning.
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