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#### Abstract

We study 1 -tag systems with states obeying the freezing property that only allows constant bounded number of rewrites of symbols. We look at examples of languages accepted by such systems, the accepting power of the model, as well as certain closure properties and decision problems. Finally we discuss a restriction of the system where the working alphabet must match the input alphabet.


## 1 Introduction

Tag systems are a class of deterministic string rewriting systems. In each step they read out the first letter, say $a$, of the current word along with the succeeding $n-1$ letters (where $n$ is a system parameter), refer to the system's transition table (function) $\delta$ with the letter read as a key, and append the word $\delta(a)$ at the end of the current word. The system stops if the key is a special halting symbol or if there are less than $n$ letters left in the word. A system in this class is often called an $n$-tag system including the value of $n$ explicitly. It is well known that $n$-tag systems are capable of simulating Turing machines for any $n \geq 2$ (see, e.g., [2, 3]). The initial definition is stateless, has no additional storage or intricate rules describing its dynamics; hence such systems are ideal for being simulated in other computational models such as 1D cellular automata or molecular computation models, particularly in their early stage of development wherein knowledge and techniques for programming are yet to be developed.

Recently, the oritatami model of RNA co-transcriptional folding has been introduced [5]. In this model, an abstract RNA sequence folds upon itself greedily while being synthesized in order to achieve various computational tasks in-silico. These tasks are usually relatively simple from the viewpoint of computational complexity theory, such as, the detection of some specific molecule for gene expression regulation [15].

The cyclic variant of tag systems (cts) introduced by Cook [3] has been simulated in the oritatami model in order to prove its Turing completeness [5]; periodicity supposed for the sequence to be folded in the oritatami computation also favored this variant. With more tools available for oritatami programming including finite state control [12] and the molecular implementation of the oritatami model within view, a class of tag systems or their functional enhancements with extra features that are not as computationally powerful as the Turing machine gets more significant.

Including states enables even 1-tag systems to simulate Turing machines and they characterize the class of context-sensitive languages if all appended words are restricted to be of length at most 1 , that is, the word never gets strictly longer than the initial one. This was shown a long time ago [17], with such 1 -tag systems with states being referred to as circular automata. A primary source of computability even under this restriction is that each "cell" of the input tape can be rewritten endlessly in an arbitrary
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manner. As it is experimentally not trivial to implement arbitrarily-rewritable media, it makes sense to suppose the freezing property, under which a letter can be replaced with only a smaller letter according to some pre-determined order.

Many types of machines processing their input using some first-in-first-out storage have been investigated starting with queue automata and various restrictions thereof [9]. Such models use queues in addition to their input tape and are generally quite powerful, whereas freezing 1-tag systems (Fr1TASS) are towards the lower end of computational complexity, as we will see. A model that is rather close in spirit to our subject is the iterated uniform finite transducer [8]. Such transducers can simulate freezing 1-tag systems in a straightforward manner, but are much more powerful in the general case due to the lack of the freezing property. However, limiting the number of so-called 'sweeps' performed by these transducers by a function that is linear in the length of the input might produce systems that are similar in accepting power to our tag systems, although the bound on sweeps does not directly translate into the constant bound on the number of rewritings per position. Another recent computing device with a similarity to freezing tag systems is the one-way jumping automaton, which reads and erases letters on a circular tape [1], a behavior that can be simulated by freezing tag systems, but it is easy to see that those automata are strictly weaker than our current model.

In this paper, we explore basic properties of freezing 1-tag systems. In Section 2 we define the model and two different accepting modes borrowed from the theory of pushdown automata. We show that the accepting modes are equivalent in the general case. In Section 3 we start the study of the accepting power of the model. We can prove that it is between the regular and the context-sensitive languages and that it is not included in the context-free class, but at present we cannot show that the inclusion does not hold in the other direction either. Next, in Section 4 we show that the class of languages accepted is closed under Boolean operations and that with a simple idea one can trade off description size for time complexity when constructing systems for intersection or union. In Section 5 we study some fundamental decision problems such as emptiness, universality, equivalence, and show that they are not decidable by reduction to the Post Correspondence Problem. In Section 6 we discuss a restriction of Fr1TASS where the tape alphabet is the same as the input alphabet. In their restricted form these systems are much weaker and we can use a 'computation flattening' argument to prove negative results about systems with accepting state mode. We conclude the paper with some remarks and suggestions for future research in Section 7.

## 2 Preliminaries

Let $\Sigma$ be a finite alphabet and $\Sigma^{*}$ be a set of all words over $\Sigma$ including the empty word $\lambda$. The length of a word $w \in \Sigma^{*}$ is the number of letters that occur in $w$, and is denoted by $|w|$.

A 1 -tag system with states (1TASS) is a string rewriting system denoted by a tuple ( $\left.\Sigma, \Gamma, Q, q_{0}, F, \delta\right)$, where $\Sigma$ is a finite input alphabet, $\Gamma$ is a finite tape alphabet that includes $\Sigma$ as its subset, $Q$ is a finite set of states including the initial state $q_{0}, F \subseteq Q$ is a set of accepting states, and $\delta: Q \times \Gamma \rightarrow Q \times \Gamma^{*}$ is a transition function. The transition function is freezing if, for all $q \in Q, a \in \Gamma$, and $(p, u) \in \boldsymbol{\delta}(q, a)$, we have $|u| \leq 1$ (length-non-increasing), and furthermore, either $u=\lambda$ or $u \leq a$ according to some predefined order $\leq$ over the elements of $\Gamma$. In this case, the 1TASS itself is also said to be freezing. We will refer to these systems as Fr1TASS.

A configuration of a freezing 1TASS $M=\left(\Sigma, \Gamma, Q, q_{0}, F, \delta, \tau\right)$ is a pair $(q, w)$ of the current state $q \in Q$ and a current word $w \in \Gamma^{*}$. Suppose this system is in the configuration ( $p, a_{1} a_{2} \cdots a_{n}$ ) for some $p \in Q, n \geq 0$, and $a_{1}, a_{2}, \ldots, a_{n} \in \Gamma$. Then it can transfer to a configuration $(q, v)$ if $(q, b) \in \boldsymbol{\delta}\left(p, a_{1}\right)$ and $v=a_{2} \cdots a_{n} b$; in this case, we write $\left(p, a_{1} \cdots a_{n}\right) \rightarrow_{M}(q, v)$. The reflexive and transitive closure of the
relation $\rightarrow_{M}$ is denoted by $\rightarrow_{M}^{*}$. In the 1TASS, a word can be considered as being written on a cyclic tape along which a finite-state control moves in the clockwise direction while rewriting.
Empty tape vs accepting state. The model above can be introduced with or without deletion, which as we will see shortly, does not make a difference with respect to the accepting power. In the first case we allow transitions in which a letter is replaced by the empty word, effectively erasing the cell from the tape. In this scenario we can define acceptance conditions similar to pushdown automata: the machine accepts when the tape is empty (ET) or when the machine enters an accepting state (AS). Formally, starting from an initial configuration $\left(q_{0}, w\right), M$ can accept an input word $w \in \Sigma^{*}$ in two different modes: by an accepting state if $\left(q_{0}, w\right) \rightarrow_{M}^{*}\left(q_{f}, v\right)$ for some accepting state $q_{f} \in F$ and a word $v \in \Gamma^{*}$, while by the empty tape if $\left(q_{0}, w\right) \rightarrow_{M}^{*}(q, \lambda)$ for some $q \in Q$. Where the distinction is necessary, the languages accepted by the system $M$ by accepting state and by empty tape will be denoted by $L(M)_{A S}$ and $L(M)_{E T}$, respectively. Note that the AS mode as defined here introduces a technical problem: a system in this mode either does not accept the empty word or it accepts every input. This is due to fact that accepting the empty word requires that the initial state is final, as well. However, then such a system accepts any input right away as it is already in a final state. Therefore, to simplify the presentation we allow AS mode systems to have a special transition from the initial state to a final state on reading $\lambda$ and require that such transition is only used when the input is empty. This allows stating our results in a more general form without emphasizing this caveat whenever talking about AS mode Fr1TASS.

First we show that the two conditions lead to the same computational power, which simplifies our exposition further on as we will not have to specify the accepting mode. The following technical lemma states that AS mode machines do not actually need to erase any symbol from their tape.

Lemma 1. For any FrlTASS $A=\left(\Sigma, \Gamma_{1}, Q_{1}, q_{1}, F_{1}, \delta_{1}\right)$ there exists a FrlTASS $B=\left(\Sigma, \Gamma_{2}, Q_{1}, q_{1}, F_{1}, \delta_{2}\right)$ such that $L(A)_{A S}=L(B)_{A S}$ and the transition function of $B$ does not erase symbols, that is, $\delta_{2}(q, a)=$ $\left(q^{\prime}, \lambda\right)$ is not allowed for any $q, q^{\prime} \in Q$ and $a \in \Gamma_{2}$.

Proof. The proof is straightforward. If $A$ does not erase symbols, then $B=A$ concludes the argument. If it does, then $B$ simulates all non-erasing transition of $A$ and for each erasing transition of $A$ of the form $\delta_{1}(q, a)=\left(q^{\prime}, \lambda\right)$ we set $\delta_{2}(q, a)=\left(q^{\prime}, \square\right)$, where $\square \in \Gamma_{2} \backslash \Gamma_{1}$ is a new symbol standing in for the positions erased by $A$. We set $\square$ to be the smallest letter in $\Gamma_{2}$ and we add a loop $\delta_{2}(q, \square)=(q, \square)$ to each state $q$, ensuring that $B$ performs the same computations as $A$.

We now show that accepting modes ET and AS are equivalent.
Lemma 2 (ET simulates AS). For any Fr1TASS $A=\left(\Sigma, \Gamma_{1}, Q_{1}, q_{1}, F_{1}, \delta_{1}\right)$ there exists a Fr1TASS $B=$ $\left(\Sigma, \Gamma_{2}, Q_{1}, q_{1}, F_{1}, \delta_{2}\right)$ such that $L(A)_{A S}=L(B)_{E T}$.

Proof. In this case the ET machine will be almost identical to the AS one. To get the ET machine accepting the same language, we simply add erasing loops $\boldsymbol{\delta}(f, a)=(f, \lambda)$ to all accepting states $f$ for all tape symbols $a$. By the definition of AS, when the machine reaches an accepting state, it halts, so we may assume w.l.o.g. that in $A$ there are no outgoing transitions from any accepting state, so adding the aforementioned transitions does not introduce non-determinism. If the AS machine reaches a final state by an input, the same input will take the ET machine into the same state, whereby it will erase all the remaining symbols from the tape. Conversely, by Lemma 1 we may assume that $A$ never erases its tape, therefore the only words leading to an empty tape in $B$ will be the ones accepted by $A$.

Lemma 3 (AS simulates ET). For any FrlTASS $A=\left(\Sigma, \Gamma_{1}, Q_{1}, q_{1}, F_{1}, \delta_{1}\right)$ there exists a FrlTASS $B=$ $\left(\Sigma, \Gamma_{2}, Q_{1}, q_{1}, F_{1}, \delta_{2}\right)$ such that $L(A)_{E T}=L(B)_{A S}$.


Figure 1: Fr1TASS accepting the language $\left\{a^{2^{n}} \mid n \geq 0\right\}$.

Proof. Similar to the argument in Lemma 1, we can replace erasing transitions $\delta_{1}(q, a)=\left(q^{\prime}, \boldsymbol{\lambda}\right)$ with $\delta_{2}(q, a)=\left(q^{\prime}, \square\right)$ for some newly introduced smallest letter $\square$, and add $\square$-labeled loops to all states. We create two copies of the tape alphabet of $A$, marked and unmarked. Because of this, when the computation begins, $B$ can mark the first letter to keep track of the start of the input. All operations on that symbol will be done with marked symbols. We duplicate the whole state diagram of $A$, such that the two copies of the states will 'remember' whether some symbol other than $\square$ was read since last passing the marked start. If the marked start is read twice with no non- $\square$ symbol in between, it means that on the given input $A$ erased the tape, so $B$ will transition to an accepting state.

### 2.1 Examples

Example 1. Even over a unary alphabet the ability to repeatedly read the tape allows freezing 1TASS to accept complex languages, such as the well-known non-context-free language $\left\{a^{2^{n}} \mid n \geq 0\right\}$. The tag system in Fig. 1 is intuitive and is essentially the same as for iterated uniform finite state transducers ([8], Lemma 20). The system erases every second occurrence of $a$ which means that in each sweep it halves the length of the remaining tape content. Together with marking the first position with a special symbol at the start this allows Fr1TASS to process correct inputs in logarithmically many sweeps in the length of the input.
Example 2. Our next example is the marked copy language $\left\{\# w \# w \mid w \in\{a, b\}^{*}\right\}$. It is well known that the language is not context-free by a simple application of the Bar-Hillel pumping lemma. A simple Fr1TASS as in Fig. 2 can accept this language by matching and erasing pairs of letters at the same distance from the two special markers \# iteratively, accepting the language in linearly many sweeps.
Example 3: accepting nondeterministic context-free languages. As will be detailed later, we were not able to prove that Fr1TASS cannot accept the language of palindromes, even though we conjecture that is the case. Our next idea was that perhaps such systems cannot even detect positions of the input at a certain ratio of the length from the beginning. Somewhat surprisingly, though, this proved to be false. Let us explain how a freezing 1TASS can detect the center of a given input. The idea can be adapted to detect positions at other linearly defined distances from the start. The problem is formalized as follows: modify a given a freezing 1TASS so that, given an input $w=a_{0} a_{1} \cdots a_{n-1}$ of length $n \geq 0$, it can mark $a_{\lfloor n / 2\rfloor}$ as a preprocess.

Solving this problem is equivalent to marking the letters in the first half somehow. Let $k=\lfloor n / 2\rfloor$. The following algorithm first marks $k$ letters of $w$ (Step 22), and then move each mark "rightward" across the first letter $a_{0}$, which is distinguished from the other letters (Step 1).

1. Mark the first letter as $s_{0} a_{1} \cdots a_{n-1}$.
2. Mark every other letter as $s_{0} \overline{a_{1}} a_{2} \overline{a_{3}} \cdots$. This results in $s_{0} \overline{a_{1}} a_{2} \overline{a_{3}} \cdots a_{n-2} \overline{a_{n-1}}$ if $n$ is even, or $s_{0} \overline{a_{1}} a_{2} \overline{a_{3}} \cdots \overline{a_{n-2}} a_{n-1}$ if $n$ is odd.


Figure 2: Fr1TASS accepting the language $\left\{\# w \# w \mid w \in\{a, b\}^{*}\right\}$.

The following steps will be repeated until step 3 is unsuccessful, i.e., no overlined position is preceded by an unoverlined one. The read-write head starts at $s_{0}$, after finishing steps 1 and 2 .
3. Find the first overlined letter, say $\overline{a_{j}}$, after at least one unoverlined one.
4. Remove the overline as $\overline{a_{j}} \rightarrow a_{j}^{\prime}$ (prime is must due to the freezing property).
5. Scan the tape until $s_{0}$, which might be overlined.
6. Overline the first unoverlined letter, which might have been primed.

One overline per iteration is shifted to the first half of the word. After repeating Steps 3-6 $k$ times, Step 3 fails to find an unoverlined letter prior to an overlined one; thus the system escapes from this loop. At this point, the $k$ overlines have been all moved to the left half of the word as $\overline{s_{0}} \overline{a_{1}^{\prime}} \overline{a_{2}} \overline{a_{3}^{\prime}} \cdots \overline{a_{k-1}^{\prime}} a_{k} \cdots a_{n-1}$. The first unoverlined letter is $a_{\lfloor n / 2\rfloor}$.

## 3 Power of Fr1TASS

Let $\Sigma=\{1, \ldots, k\}$ be the ordered alphabet of a 1TASS $A$ and consider an input $w=a_{1} \cdots a_{n}$, where $a_{i} \in \Sigma$. We can perceive the computation performed by $A$ as happening in 'sweeps' on a circular tape. A sweep starts at the first position and ends when we reach that position again. Formally, the length of a sweep of computation can be defined inductively. Let $r_{1}=n$ and then $r_{i}$ (for $i>1$ ) is defined as the length of the remaining input $w_{i}$ after $i-1$ sweeps, i.e., if $m=\sum_{\ell=1}^{i-1} r_{\ell}$, then for some $q \in Q$ we have $\left(q_{0}, w\right) \rightarrow^{m}\left(q, w_{i}\right)$ and we set $r_{i}=\left|w_{i}\right|$. Assuming that the computation stops, the freezing property of $A$ imposes that one of the following is true for each $i>1$ :

1. $r_{i}<r_{i-1}$.
2. $w_{i-1}=b_{1} \cdots b_{r_{i}}$ and $w_{i}=c_{1} \cdots c_{r_{i}}$ with $c_{j} \leq b_{j}$ for each $j \in\left\{1, \ldots, r_{i}\right\}$, and there exists some $j \in\left\{1, \ldots, r_{i}\right\}$ such that $c_{j}<b_{j}$.
3. $w_{i-1}=w_{i}$, but the sweeps $i-1$ and $i$ start in different states.

From here, we can put an upper bound on the number of sweeps in a computation, and therefore an upper bound on the number of steps. Case 1 can happen at most $n$ times. From Case 3 we get that there can be at most $|Q|$ consecutive sweeps that do not change the tape. The number of times Case 2 occurs is bounded by the total number of possible rewritings. If the tape content is $w=b_{1} \cdots b_{n}$ with $b_{i} \in\{1, \ldots, k\}$ for all $1 \leq i \leq n$, then each letter can be rewritten to a smaller letter at most $k-1$ times, which means that Case 2 cannot occur more than $\sum_{\ell=1}^{n} b_{\ell}$ times, and $\sum_{\ell=1}^{n}\left(b_{\ell}-1\right) \leq n(k-1)$. This means that the number of sweeps performed on an input of length $n$ is $O(n)$. In each sweep we make at most $n$ steps to the right and a Turing machine simulating Fr1TASS would need to make at most $n$ steps to the left at the end of each sweep to return to the beginning. Thus we can conclude that the class of languages accepted by freezing 1TASS is included in $\operatorname{DTIME}\left(n^{2}\right)$.

The class of languages accepted by Fr1TASS strictly includes the class of regular languages. We can see that the inclusion is strict (even for unary languages) from the examples of the previous section. In order to show that the inclusion holds, we simulate a deterministic finite automaton by an AS mode Fr1TASS. The construction is simple but we need to bear in mind the fact that if the Fr1TASS reaches a final state reading a word $w$ consisting only of symbols of the input alphabet, that results in the system accepting any word from the language $w \Sigma^{*}$ according to the definition.
Lemma 4. For any regular language $R$ there exists a FrlTASS A such that $L(A)_{A S}=R$.
Proof. Let $M=\left(\Sigma, Q, q_{0}, F, \delta\right)$ be a deterministic finite automaton accepting $R$. We construct the Fr1TASS $A=\left(\Sigma, \Sigma \cup\{\square\}, Q \cup\left\{f_{A}\right\}, q_{0},\left\{f_{A}\right\}, \delta^{\prime}\right)$, where $\square \notin \Sigma, f_{A} \notin Q$, as follows. For each transition $\boldsymbol{\delta}(q, a)=q^{\prime}$ of the DFA, the Fr1TASS has a transition $\delta^{\prime}(q, a)=\left(q^{\prime}, \square\right)$. For each $f \in F$ we add the transitions $\delta^{\prime}(f, \square)=\left(f_{a}, \lambda\right)$. The system $A$ walks the same path in the transition diagram as $M$ does, but it replaces each letter by the $\square$ symbol to mark it read. If reading the input takes the original system to a final state then the simulating Fr1TASS will have a $\square$-labeled transition to a final state of its own.

Due to the AS and ET modes being equivalent, we can also construct an ET mode Fr1TASS for any regular language. At the other extreme, it is easy to see that linear bounded automata can simulate Fr1TASS, which means that the class of languages accepted by these systems is included in the class of context-sensitive languages. With respect to the other classes of the Chomsky hierarchy, we conjecture that the power of Fr1TASS is incomparable, but we lack the tools to show both sides of such statements. The examples from the previous section demonstrate that not every Fr1TASS language is context-free. We found the ability of Fr1TASS to mark the middle letter of a word counterintuitive, due to the fact that although (even one turn) pushdown automata can accept the related language of words with $a$ in the middle, it needs non-determinism to do so, as we will prove below. As Fr1TASS are deterministic, they cannot guess the middle and match the length of prefixes and suffixes. Nevertheless, nondeterminism is not required for Fr1TASS to mark the middle as shown in Example 3.

Consider $L_{a}=\{u a v| | u|=|v|\}$. As we will show now, this language is not a deterministic contextfree language. We will use the so-called DCFL pumping lemma below, due to Yu [16].
Lemma 5. Let $L$ be a deterministic context-free language. Then there exists a constant $n$ for $L$ such that for any pair of words $w, w^{\prime} \in L$ if

1. $w=x y$ and $w^{\prime}=x z,|x|>n$, and
2. first letter of $y=$ first letter of $z$,
then either 3. or 4. holds:
3. there is a factorization $x=x_{1} x_{2} x_{3} x_{4} x_{5}$, with $\left|x_{2} x_{4}\right| \geq 1$ and $\left|x_{2} x_{3} x_{4}\right| \leq n$, such that for all $i \geq 0$ we have that $x_{1} x_{2}{ }^{i} x_{3} x_{4}{ }^{i} x_{5} y$ and $x_{1} x_{2}{ }^{i} x_{3} x_{4}{ }^{i} x_{5} z$ are in $L$;
4. there exist factorizations $x=x_{1} x_{2} x_{3}, y=y_{1} y_{2} y_{3}$ and $z=z_{1} z_{2} z_{3}$, with $\left|x_{2}\right| \geq 1$ and $\left|x_{2} x_{3}\right| \leq n$, such that for all $i \geq 0$ we have that $x_{1} x_{2}{ }^{i} x_{3} y_{1} y_{2}{ }^{i} y_{3}$ and $x_{1} x_{2}{ }^{i} x_{3} z_{1} z_{2}{ }^{i} z_{3}$ are in $L$.
Theorem 6. $L_{a}=\{u a v| | u|=|v|\}$ is not a deterministic context-free language.
Proof. Suppose that $L_{a}$ were a DCFL and hence, that Lemma 5 applied. Let $n$ be the constant from the lemma and consider the words $x=b^{n+2} a b^{n+1}, y=a$ and $z=a b^{2 n+4}$. It is easy to see that both $x y$ and $x z$ are in $L_{a}$ and long enough to meet the two conditions of the lemma, and the first letter of both $y$ and $z$ is $a$. Now we will show that assuming either conclusion of the lemma leads to a contradiction. First, suppose conclusion 3. is true. Depending on the factorization of $x$, we have the following cases:
5. $x_{1}, x_{2}, x_{4}, x_{5} \in b^{*}, x_{3} \in b^{*} a b^{*}$ : for $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} y$ to be in $L_{a}$, we need $\left|x_{2}\right|=\left|x_{4}\right|$ and from the lemma we know they are not empty, so let $x_{2}=x_{4}=b^{k}$ for some positive $k \leq \frac{n}{2}$. However, then $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} z=x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} a b^{2 n+4}$, where the length of $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5}=2 n+4-2 k$, so the letter at the middle of the word is $b$, contradicting $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} z \in L_{a}$.
6. $x_{1}$ or $x_{5}$ contains $a$. In both cases $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} y$ will result in a word with fewer $b$ 's on one side of the first $a$ than the other, a contradiction.
7. $x_{2}$ or $x_{4}$ has an $a$. In both cases $x_{1} x_{2}^{0} x_{3} x_{4}^{0} x_{5} y$ will have only one $a$, at the end of the word, a contradiction.
Now suppose conclusion 4. is true. Since the factorization $x=x_{1} x_{2} x_{3}$ has the property $\left|x_{2} x_{3}\right|<n$ and $\left|x_{2}\right| \geq 1$, we know that $x_{2}=b^{k}$, for some positive $k \leq n$. However, this means that for any factorization $y=y_{1} y_{2} y_{3}$, the word $x_{1} x_{2}^{0} x_{3} y_{1} y_{2}^{0} y_{3}$ is of the form $b^{n+2} a b^{n+1-k}$ or $b^{n+2} a b^{n+1-k} a$. As neither of those is in $L_{a}$, because $k \geq 1$, we arrived at a contradiction again. Consequently, $L_{a}$ is not a deterministic context-free language.

## 4 Closure properties

We can show that the class of languages accepted by Fr1TASS forms a Boolean algebra, i.e., it is closed under union, intersection and complement. For the first two, we can adapt the classical construction used in the case of finite automata: the machine simulating the union/intersection of two others will have pairs of states representing the states of the starting machines and its alphabet will also consist of pairs of letters, to keep track of the tape of both simulated machines.
Theorem 7. The class of languages accepted by FrlTASS is closed under union and intersection.
Proof. Consider two languages, accepted by $A=\left(\Sigma, \Gamma_{1}, Q_{1}, q_{1}, F_{1}, \delta_{1}\right)$ and $B=\left(\Sigma, \Gamma_{2}, Q_{2}, q_{2}, F_{2}, \delta_{2}\right)$, respectively. We construct the system

$$
C=\left(\Sigma, \Sigma \cup\left(\Gamma_{1} \times \Gamma_{2}\right), Q_{1} \times Q_{2},\left(q_{1}, q_{2}\right), F_{1} \times F_{2}, \delta\right)
$$

accepting the language $L(A) \cap L(B)$ as follows. The computation of $C$ will simulate the computations of $A$ and $B$ in parallel, similar to the classical finite automaton construction. By Lemma 1 we may assume that the systems $A$ and $B$ do not erase any symbols, so the length of the word on the tape is the same throughout the computation, making the parallel simulation possible. The difference is that here we have
to observe the freezing property, so the ordering of the tape alphabet $\Gamma$ and the transition function $\delta$ need to be carefully defined. Let the total orderings of $\Gamma_{1}$ and $\Gamma_{2}$ be $\leq_{1}$ and $\leq_{2}$, respectively. Those two total orderings naturally define the partial order $\leq_{12}$ on $\Gamma_{1} \times \Gamma_{2}$ as $(a, b) \leq_{12}(c, d)$ if $a \leq_{1} c$ and $b \leq_{2} d$. By Szpilrajn's theorem [14], every partial order has a linear extension, and we can efficiently construct such a linear order compatible with $\leq_{12}$ by any well-known topological sorting algorithm (e.g. Kahn's [7]), since $\leq_{1}$ and $\leq_{2}$ are finite. We define the transition function of $C$ as $\boldsymbol{\delta}\left(\left(q_{1}, q_{2}\right), a\right)=\left(\left(q_{1}^{\prime}, q_{2}^{\prime}\right),\left(b_{1}, b_{2}\right)\right)$ where

$$
\left(\left(q_{1}^{\prime}, b_{1}\right),\left(q_{2}^{\prime}, b_{2}\right)\right)=\left\{\begin{array}{ll}
\left(\delta_{1}\left(q_{1}, a\right), \delta_{2}\left(q_{2}, a\right)\right) & \text { if } a \in \Sigma \\
\left(\delta_{1}\left(q_{1}, a_{1}\right), \delta_{2}\left(q_{2}, a_{2}\right)\right) & \text { if } a=\left(a_{1}, a_{2}\right) \notin \Sigma
\end{array} .\right.
$$

By the definition of $\delta$ we can be certain that the freezing property is preserved, that is, symbols of $\Gamma_{2}$ are rewritten respecting the linear extension of $\leq_{12}$. The proof for the union follows the same line with some small changes. Since the computations are done in parallel, it may happen that one of the machines gets stuck, i.e., it has no outgoing transition from its current state for the current input letter. However, if the other machine accepts, the input should be accepted. To handle such situations we introduce pairs of states $\left(q_{1}, \perp\right)$ and $\left(\perp, q_{2}\right)$ for all $q_{1} \in Q_{1}, q_{2} \in Q_{2}$, where having $\perp$ as one of the state components means the respective machine could not continue its computation. We can reach such states by transitions $\boldsymbol{\delta}\left(\left(q_{1}, q_{2}\right), a\right)=\left(\left(q_{1}^{\prime}, \perp\right), b\right)$ when $\delta_{1}\left(q_{1}, a\right)=\left(q_{1}^{\prime}, b\right)$ and $\delta_{2}\left(q_{2}, a\right)$ is undefined, and then add transitions of the form $\boldsymbol{\delta}\left(\left(q_{1}^{\prime}, \perp\right), a\right)=\left(\left(q_{1}^{\prime \prime}, \perp\right),(b, b)\right)$ if $\delta_{1}\left(q_{1}^{\prime}, a\right)=\left(q_{1}^{\prime \prime},(b, b)\right)$ and their counterpart for the $\left(\perp, q_{2}\right)$ states. This way the state component tracking the stuck machine's state will be frozen while the other can continue the computation.

Theorem 8. The class of languages accepted by FrlTASS is closed under complement.
Proof. For any Fr1TASS that halts on all inputs, it is enough to switch final and non-final states to accept the complement of its language. However, these systems may go into infinite loops, so a system accepting the complement needs to be able to detect that behavior. Each Fr1TASS can be completed with a 'sink state', that is a state from which no other is reachable, and we can direct the transitions for any previously missing state-letter pair into that state. Additionally, we make $n+1$ copies of each state $p$, say, $p_{1}, \ldots, p_{n+1}$, where $n$ is the number of states originally. For each $i$, the states indexed with $i$ are connected among them according to the original transition function, that is $\delta^{\prime}\left(p_{i}, a\right)=\left(q_{i}, b\right)$ if $\delta(p, a)=(q, b)$, where $\delta$ and $\delta^{\prime}$ are the transition functions of the original machine and of the machine for the complement, respectively. In the beginning, we mark the start of the input word with a special symbol to be able to keep track of it. Since the first symbol may need to be changed during the computation of the original machine, we add a marked copy of the original tape alphabet which will only be used to rewrite the first position. Whenever we read the start symbol in some state $p_{i}$, we continue on the $p_{i+1}$ states until one of two things happens:

- We change one of the cells on the tape. In this case we continue the computation on the $p_{1}$ copies of the states until we reach the start mark.
- We reach the start mark from a $p_{n+1}$ state. This means that the machine made $n$ sweeps without changing any cell on the tape, so the original machine would go into an infinite loop. Instead, here we can simply transition to the sink state defined earlier.
The machine for the complement will have the newly introduced sink state as its only final state.
Interestingly, the state complexity of intersection and union can be reduced at the expense of time complexity. This is because we can process the input twice instead of simulating both machines in
parallel. First we process it according to the rules of the first machine, and then do so according to the rules of the second one. In order to do this, the number of states in the simulating system only needs to be the sum of the size of state sets of the two starting machines, instead of their product. Moreover, if we 'recycle' the states, the size of the machine for the intersection/union need not increase beyond a constant plus the size of the larger machine participating in the intersection/union. When constructing the machine $C$ to accept $L(A) \cap L(B)$ (or $L(A) \cup L(B)$, respectively), we can reuse the states of the machine by having a tape alphabet with two tracks, say blue and red. Then, we can draw the red transitions completely independent of the blue transitions using the same states as vertices, therefore realizing $C$ on $\max \{|A|,|B|\}+k$ states. The additive constant term $k$ is needed, because after we finish simulating the first machine, we need to freeze the first track of the tape which requires some extra states to cycle through the input and mark each position frozen in the first track. We need to keep track of whether the first machine accepted or rejected the input. We can achieve this without extra states, though, by performing short-circuit evaluation: if the operation is intersection and the first machine rejects then we can reject right away; hence, if the simulation continues to the second machine, we know the first was accepted. The case for union can be treated analogously.

Regarding the regular operations concatenation and Kleene-star, the class of languages accepted by Fr1TASS is probably not closed, but we do not have the tools at present to prove that. In particular, we do not have any necessary conditions for a language to be accepted by Fr1TASS beyond the time complexity bound $O\left(n^{2}\right)$ mentioned earlier, and that bound is not enough to prove negative results regarding closure. The reason we think that the class is not closed under concatenation and Kleene-star is that in general such closure results require either non-deterministically guessing a decomposition of the input into factors of the constituent languages or the possibility of trying all possible decompositions. Neither option seems possible with Fr1TASS.

## 5 Decision problems and minimal Fr1TASS

Using a construction similar to the freezing 1TASS accepting $\left\{\# w \# w \mid w \in \Sigma^{*}\right\}$, we will show how to reduce the Post Correspondence Problem (PCP) to the emptiness of freezing 1TASS languages. From that we can deduce that emptiness, universality $\left(=\Sigma^{*}\right)$ and equivalence are undecidable for this model. We will argue that the undecidability of equivalence also strongly suggests that finding minimal freezing 1TASS for a given language cannot be algorithmically accomplished.

An instance of PCP consists of two sets of words $U=\left\{u_{1}, \ldots, u_{n}\right\}$ and $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and the instance is positive if there exists some finite sequence $k_{1}, \ldots, k_{\ell}$ (a solution), with $k_{i} \in\{1, \ldots, n\}$, such that $u_{k_{1}} \cdots u_{k_{\ell}}=v_{k_{1}} \cdots v_{k_{\ell}}$. It is a well-known fact that it is undecidable whether an instance of PCP is positive ([13]).

Let us fix the alphabet of the PCP instance as $\Gamma$, that is, $U, V \subseteq \Gamma^{*}$, and let $\Gamma^{\prime}=\{1, \ldots, n\} \cup \Gamma$. The alphabet of the machine will be $\Sigma=\{\#\} \cup \bigcup_{a \in \Gamma^{\prime}}\{a, \bar{a}\}$. Choose any ordering of the alphabet such that $a<\bar{a}$ for each $a \in \Gamma^{\prime}$. We construct a freezing 1TASS that accepts the language

$$
\left\{\# k_{1} \cdots k_{\ell} \# u_{k_{1}} \cdots u_{k_{\ell}} \# v_{k_{1}} \cdots v_{k_{\ell}} \mid u_{k_{1}} \cdots u_{k_{\ell}}=v_{k_{1}} \cdots v_{k_{\ell}}\right\}
$$

where $k_{i}, u_{i}, v_{i} \in\left(\bigcup_{a \in \Gamma^{\prime}}\{\bar{a}\}\right)^{*}$. The machine needs to check whether the input satisfies the following three conditions: (1) the middle part is indeed $u_{k_{1}} \cdots u_{k_{\ell}}$, (2) the last part is indeed $v_{k_{1}} \cdots v_{k_{\ell}}$ and (3) check whether $u_{k_{1}} \cdots u_{k_{\ell}}=v_{k_{1}} \cdots v_{k_{\ell}}$. As (2) can be done the same way as (1) and in parallel to it, and (3) has been illustrated before as the machine for $\{\# w \# w\}$, we will only detail (1). Figure 3 illustrates the part of the system for checking (1). Since the factor between the second and third \# and the one after the


Figure 3: The parts of the 1TASS for matching the first portion of the input containing the numbers, $k_{1} \cdots k_{\ell}$, to the second portion, $u_{k_{1}} \cdots u_{k_{\ell}}$. If the number read is $i$, that is, the symbol $\bar{i}$, then we continue from $s_{i}$, if it is $\bar{j}$ then continue from $s_{j}$, and so on. Then, the machine looks for the \# symbol after which it ignores the already matched parts of $u_{k_{1}} \cdots u_{k_{\ell}}$. Finding the first unmatched symbols, it matches them against $u_{i}$, after which it returns to the beginning and reads the next number.
third \# needs to be checked twice, first for (1) and (2), respectively, then for (3), all the input except the separators \# needs to be marked by overlines at the beginning.

1. Checking whether a word equals $u_{i}=x_{1} \cdots x_{m}$ is easy: we set up $m+1$ states $q_{0}, \ldots, q_{m}$ such that $\delta\left(q_{i}, \overline{x_{i}}\right)=\left(q_{i+1}, x_{i}\right)$. For all $a \neq x_{i}$, the state $q_{i}$ has no outgoing transitions, therefore immediately rejecting the input on reading those letters.
2. We read the first unmatched number after the first \#, say $i$. We move without changing over all following symbols until we reach the next \#. Then move over all matched symbols, i.e., symbols without overline. From the first symbol with overline, we match $u_{i}$ to the input, as above. If successful, move over all following symbols until we meet the second \#. Move over all symbols without overline and start the process again.

This 1TASS will accept the solutions to the PCP instance, if any. Since PCP is undecidable, deciding whether the language accepted by a freezing 1TASS is empty, is also undecidable. This means that language equivalence is undecidable: if we let freezing 1TASS $A$ and $B$ be such that $A$ does not accept any input, while $B$ accepts the solutions of a PCP instance, then deciding equivalence amounts to deciding whether the PCP instance is positive. Similarly, if we let $L(C)=\Sigma^{*} \backslash L(B)$, where $B$ accepts the solutions to a PCP instance, then a decision algorithm that could tell whether $L(C)=\Sigma^{*}$, would decide whether
the PCP instance has solutions, so universality is also undecidable.
Minimization of 1TASS. From the undecidability of the language equivalence, we can draw certain conclusions regarding the minimization of such systems. Say we define minimal 1TASS as ones having the fewest number of states and/or transitions. We instantly get that the following statements cannot both be true, otherwise equivalence would be decidable by the same isomorphism checking method as for DFA:

1. For each freezing 1TASS $A$ there is a unique (up to renaming the states) minimal 1TASS $B$ with $L(A)=L(B)$.
2. There is an algorithm to find for each freezing 1TASS $A$ a minimal freezing 1TASS $B$ with $L(A)=$ $L(B)$.

If 1 . holds then we cannot find the unique minimal system. Therefore we could assume that 1 . does not hold and try to devise and algorithm for finding $a$ minimal system.

Another possibility is to define minimal systems more tightly, in which case minimization algorithms might exist. We suggest the following possible alternative definitions for a freezing 1TASS $A$ to be minimal:

1. A does not contain strongly equivalent states, i.e., states $p, q$ such that $\boldsymbol{\delta}(p, a)=\boldsymbol{\delta}(q, a)$ for all $a \in \Sigma$. This case is straightforward to deal with along with any unreachable states, but yields little information about the similarity of Fr1TASS.
2. No proper subset of the system (removed transitions or states) accepts $L(A)$. Even the question whether minimality is decidable under this definition is nontrivial, let alone finding such a minimal system for a given Fr1TASS.

## 6 Fr1TASS with no auxiliary symbols

In this section we look at Fr1TASS that cannot have 'auxiliary' symbols (which cannot appear in the input, but can occur on the tape during the computation), that is, $\Sigma=\Gamma$. This type of restriction leads to dramatic changes in computing power even in the case of machines that can rewrite cells arbitrarily many times [6]. For these systems we can show that AS mode is incomparable to ET mode. Simulating AS with ET mode as done in the general case in Lemma 2 does not work. This is because we can no longer assume that the AS mode machines do not erase their tapes, as the technique used in Lemma 1 is not applicable anymore due to the lack of symbols that can stand in for erased ones. In fact, unary languages provide the proof that under the no-auxiliary-symbols restriction, AS and ET are incomparable.
Lemma 9. For each FrlTASS $A=\left(\{a\},\{a\}, Q, q_{0}, F, \delta\right)$, the language $L(A)_{A S}$ accepted with accepting state is of the form $\left\{a^{n} \mid n \geq k\right\}$ for some fixed $k$, and the language $L(A)_{E T}$ accepted with empty tape is either finite or equal to $a^{*}$.

Proof. Just like in the case of deterministic finite automata, such systems $A$ have a transition diagram of a loop with a 'handle', due to determinism. There are two types of transitions possible: erasing, that is, $\boldsymbol{\delta}(q, a)=\left(q^{\prime}, \boldsymbol{\lambda}\right)$ and non-erasing, that is, $\boldsymbol{\delta}(q, a)=\left(q^{\prime}, a\right)$. In AS mode the system accepts and halts as soon as it reaches a final state which means that any input longer than the distance from the initial state to the first final state will be accepted. In fact, any input with more letters than the number of erasing transitions on the path from initial to final state will also be accepted. In ET mode for the system to


Figure 4: FrlTASS accepting $\left\{w\left||w|_{b} \leq|w|_{a} \leq|w|_{b}+1\right\}\right.$ without auxiliary symbols in ET mode.


Figure 5: Flattening the computation of an AS mode system with no auxiliary symbols.
accept anything other than the empty word, it needs to have at least one erasing transition. If the only such transitions are on the 'handle', then the accepted language is finite, since the system can only erase finitely many symbols from the tape. If there is an erasing transition in the loop, then all inputs on which the machine reaches the loop will be accepted, since the machine will keep looping until all letters are erased.

We can also show that AS mode cannot be strictly stronger than ET mode when the tape alphabet is at least binary. Consider the language $L_{a b}=\left\{\left.w| | w\right|_{b} \leq|w|_{a} \leq|w|_{b}+1\right\}$. A machine in ET mode can easily accept this language by reading an $a$, erasing it, moving to the right until it finds a corresponding $b$, erasing it and iterating this process (Fig. (4). However, using a 'computation flattening' argument we can prove that a machine in AS mode cannot accept this language.
Lemma 10. There is no FrlTASS $A=\left(\Sigma, \Sigma, Q, q_{0}, F, \delta\right)$ such that $L(A)_{A S}=L_{a b}$.
Proof. Assume there is a Fr1TASS $A$ as above that accepts $L_{a b}$. Take any $w \in L_{a b}$ and let the word on the tape in sweep $i$ of the accepting computation on $w$ be $w_{i}$, as defined in the preliminaries. As the word is accepted, there are finitely many, say $k$, sweeps. If we concatenate the words in the sweeps, we get $w^{\prime}=w_{1} \cdots w_{k}$. The obtained word $w^{\prime}$ is a valid input word, because the system can only use the symbols of the input alphabet. On the input $w^{\prime}$, the system $A$ reaches the same accepting state as on the input $w$; thus $w^{\prime}$ is accepted, and the computation requires a single sweep. Moreover, the same final state is reached on input $w^{\prime} a a$, too. However, this is a contradiction, since $w^{\prime} a a$ cannot have the required numbers of letter occurrences if $w^{\prime}$ did.

Language of palindromes. A very challenging problem is whether the Fr1TASS model can accept the language of palindromes over a non-unary alphabet. Intuitively the model should not be able to accept such a language for the reason described below, but we do not have a proof for this due to the lack of applicable necessary conditions. To verify whether the input is a palindrome, a machine would need to match pairs of letters at the same distance from the middle or from the start and end, respectively. Moreover, the matched pairs would need to be marked to keep track of which parts still need matching. However, in this model, we can only mark symbols after a pattern has been identified. This means that if
we start matching letters at the same distance from the middle, then the machine could not guess which is the next unmatched letter in the left half. Conversely, if the machine matches pairs based on their distance from the left and right end, respectively, then it could not guess the next unmatched letter in the right half of the input.

For the restricted model with no auxiliary symbols in AS mode, we can prove that the language of palindromes cannot be accepted, by using the computation flattening argument seen earlier. Let $L_{p a l}$ denote the language of palindromes over the binary alphabet $\{a, b\}$, that is, $L_{p a l}=\left\{w \in\{a, b\}^{*} \mid w=w^{R}\right\}$ where $w^{R}$ is the reverse of $w$, that is, if $w=a_{1} \cdots a_{n}$ then $w^{R}=a_{n} \cdots a_{1}$.

Theorem 11. For any FrlTASS $A=(\Sigma, \Gamma, Q, q, F, \delta)$ we have $L_{p a l} \neq L(A)_{A S}$.
Proof. Suppose that there were a Fr1TASS $A=(\Sigma, \Gamma, Q, q, F, \delta)$ that accepts $L_{p a l}$ in accepting state mode. Consider a long palindrome of the form $a^{n} b w b a^{n}$, where $n>|Q|$, which is accepted by the system in $k$ sweeps. Again, let $w_{i}$ denote the word on the tape at the beginning of sweep $i$. Concatenating those words yields the valid input $w^{\prime}=w_{1} \cdots w_{k}$, which will be accepted with the same transitions as $w$, but all in one sweep. Since $w^{\prime}$ is accepted, it must be a palindrome by our assumption, which means that its suffix must be $b a^{n}$. Due to the fact that $n$ is larger than the number of states in $A$, while reading the suffix $a^{n}$, the system must enter some state $p$ more than once, reading $a^{\ell}$ for some $\ell \geq 1$, between the first two traversals of $p$. However, this means that the system accepts also words of the form $w^{\prime} a^{i \ell}$, for all $i \geq 0$. This results in a contradiction for $i=1$, because the suffix of $w^{\prime} a^{\ell}$ is $b a^{n+\ell}$ while its prefix is $a^{n} b$. Thus, non-palindromes would be also accepted by $A$.

## 7 Concluding remarks

Apart from the decision problems in Section 5, our results have mostly been positive. To establish the limits of the accepting power of Fr1TASS we need negative results separating Fr1TASS languages from other language classes. Although these systems can process symbols in the same position repeatedly, we think that the freezing property allows some form of a pumping lemma, perhaps in combination with a computation flattening argument seen in Section6. Obtaining such a tool seems quite challenging and will be our main focus in future studies on the topic.

Perhaps with a tool as described above or adapting the Kolmogorov complexity argument of Li et al. [10], one could prove that the language of palindromes is not a Fr1TASS language. This is intuitively a fundamental limitation of such systems with first-in-first-out (FIFO) nature of processing and such questions have proved interesting in their own right with respect to other FIFO style models [11]. If indeed palindromes cannot be accepted with Fr1TASS, then the language class is in some sense a natural counterpart of the class of context-free languages: membership is decidable efficiently and it contains the FIFO-like copy language instead of the LIFO-like palindromes. Interestingly, if one allows Fr1TASS to have non-determinism, then this FIFO limitation seems to vanish: such Fr1TASS could now guess which letters form pairs at equal distance from a reference point (middle or the ends) and verify the guess by marking symbols. The power of nondeterministic Fr1TASS is another topic worth further exploration in our opinion.

Finally, we would like to mention a computational complexity aspect that could be investigated with respect to Fr1TASS. The computation happens in sweeps and those sweeps are a natural resource to measure as the complexity of a given computation. Based on the amount of this resource used, one can define and study asymptotic complexity classes similarly to the case of iterated uniform finite transducers [8] and one-way jumping finite automata [4].
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