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Pumping lemmata are the main tool to prove that a certain language does not belong to a class of

languages like the recognizable languages or the context-free languages. Essentially two pumping

lemmata exist for the recognizable weighted languages: the classical one for the BOOLEAN semi-

ring (i.e., the unweighted case), which can be generalized to zero-sum free semirings, and the one

for fields. A joint generalization of these two pumping lemmata is provided that applies to all AR-

TINIAN semirings, over which all finitely generated semimodules have a finite bound on the length

of chains of strictly increasing subsemimodules. Since ARTINIAN rings are exactly those that satisfy

the Descending Chain Condition, the ARTINIAN semirings include all fields and naturally also all fi-

nite semirings (like the BOOLEAN semiring). The new pumping lemma thus covers most previously

known pumping lemmata for recognizable weighted languages.

1 Introduction

The class of recognizable languages [28] is certainly the best-studied and one of the most useful classes

of languages. It has excellent closure properties, and all standard decision problems for it are decidable.

Applications of the recognizable languages are too numerous to list, but include pattern matching [2,

Chapter 10], lexical analysis [1], input validation [25], network protocols [18], and DNA sequence anal-

ysis [26]. Pumping lemmata are statements of the form that given a suitably long word in the language,

we can always identify a subword that can be iterated (or pumped) at will without leaving the language.

Such statements exist for many language classes including the recognizable [28] and context-free lan-

guages [6], and they allow a relatively straightforward proof that a given language does not belong to the

class (e.g., is not recognizable).

In several applications [3, 7, 15], the purely qualitative yes/no-decision of languages is completely

insufficient. This led to the introduction of weighted languages [24] (see [21] for an excellent survey), in

which each word is assigned a weight from a semiring [12, 11]. The classical recognizable languages are

reobtained by considering the support of the recognizable weighted languages over the BOOLEAN semi-

ring ({0,1},max,min,0,1). The theory of recognizable weighted languages is also very well developed

and several textbooks [22, 16, 9] provide excellent introductions.

Determining whether a given weighted language is recognizable is often even more difficult than

in the unweighted case, and we again mostly rely on pumping lemmata [13, 20] to prove that a given

weighted language is not recognizable. However, the coverage situation is very unsatisfactory. The

classical pumping lemma for unweighted languages can be lifted to all zero-sum free semirings [12, 11]

(i.e., semirings in which a+b = 0 implies a = 0 = b) by means of a semiring homomorphism from such

a semiring into the BOOLEAN semiring [27] and a construction that avoids zero-divisors [14]. On the

other hand, the pumping lemmata of [13, 20] require the semiring to be a field, which necessarily is not
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zero-sum free. Despite their similarities, the two recalled pumping lemmata thus apply to completely

disjoint sets of semirings, which do not even cover all semirings (e.g., the finite ring Z4 is not zero-sum

free and not a field). Indeed it is well-known [10] how to handle finite semirings like Z4 (by encoding the

weights into the states), so that the classical unweighted pumping lemma becomes applicable. Similarly,

it is known how to handle semirings like Z that embed into a field, but there are also infinite semirings

that are not zero-sum free and not (embeddable into) a field like the ring Q[x]/(x2) of rational linear

polynomials. The ring Q[x]/(x2) cannot embed into a field since it has zero-divisors (e.g., x ·x = 0), but it

fulfills the requirements for our pumping lemma. Hence there are semirings for which we currently have

no available pumping lemma, as well as different semirings that permit essentially the same pumping

lemma for their recognizable weighted languages but with totally different justifications.

Let us recall the statement of these pumping lemmata. Let L : Σ∗ → S be a recognizable weighted

language, which assigns to each word w ∈ Σ∗ a weight L(w) ∈ S in the semiring S. The support of L is

the set supp L = {w ∈ Σ∗ | L(w) 6= 0} of nonzero-weighted words in L. The pumping lemma states that

given a sufficiently long word w ∈ supp L, there exists a decomposition w = uxv such that uxkv ∈ supp L

for infinitely many k ∈ N. In other words, uxkv is also nonzero-weighted in L for infinitely many k ∈ N,

where uxkv = ux · · ·xv with k repetitions of x.

In this contribution we will establish such a pumping lemma for a class of semirings that includes all

fields and all finite semirings. Thus, we directly cover both the pumping lemmata of [13, 20] as well as

the classical pumping lemma [19, Lemma 2]. We achieve this by following the general approach of [20]

while trying to avoid the vector space structure utilized there. This requires some minor adjustments

and, in particular, a replacement for the dimension, for which we use the length of a semimodule. A

semimodule has finite length if there is a finite bound on the length of strictly increasing chains of

subsemimodules. This notion also allows us to define the ARTINIAN semirings that we consider. A

semiring is ARTINIAN if each finitely generated semimodule has finite length. The ARTINIAN semirings

include all fields and all finite semirings, but not all zero-sum free semirings. However, the mentioned

approach for zero-sum free semirings (applying the homomorphism into the BOOLEAN semiring and

avoiding zero-divisors) naturally also works with our pumping lemma.

We first show that any endomorphism of a semimodule over an ARTINIAN semiring is surjective if

and only if it is injective, which is a generalization of a well-known statement for vector spaces. Fol-

lowing the approach of [20], we introduce pseudoregular endomorphisms using 2 of the 5 characterizing

properties utilized in [20, Proposition 1]. Fortunately, these are the two main properties needed for the

proof of our pumping lemma, and the remaining 3 properties rely on infrastructure that is not generally

available in our semimodules (instead of the vector spaces used in [20]). The argument that a sufficiently

long composition of endomorphisms needs to contain a pseudoregular endomorphism can be taken over

mostly unchanged from [13], which then almost directly yields our main pumping lemma. Finally, we

also briefly consider pumping lemmata for infinite alphabets.

2 Preliminaries

We denote the non-negative integers by N and the positive integers by N+ = N \ {0}. Moreover, we

let Q>0 = {q ∈Q | q > 0} be the set of non-negative rational numbers. For every alphabet Σ we denote

the free monoid over Σ by Σ∗, i.e., Σ∗ is the set of all finite words with letters in Σ. We write ε for the

empty word (the neutral element of the free monoid). Additionally, we let Σ+ = Σ∗ \{ε}. For all sets A,

B, and C and all maps f : A → B and g : B → C, we let idA = {(a,a) | a ∈ A} and (g f ) : A → C be the

map such that (g f )(a) = g( f (a)) for every a ∈ A. Finally, if A = B, then we let f 0 = idA and f k+1 = f f k
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for every k ∈ N.

A (commutative) semiring [12, 11] is an algebraic structure (S,+, ·,0,1), in which S is a set, called

carrier, (S,+,0) and (S, ·,1) are commutative monoids, called additive and multiplicative monoid re-

spectively, and

r · (s+ t) = (r · s)+ (r · t), (distributivity)

0 · r = 0 (absorption of 0)

for all r,s, t ∈ S. We will refer to the semiring (S,+, ·,0,1) simply by its carrier set S and denote multi-

plication by juxtaposition as usual. For the rest of the contribution, let S be a commutative semiring.

A (commutative) ring is simply a semiring in which every element has an additive inverse, and a

(commutative) semifield is similarly a semiring in which every element s ∈ S \{0} has a multiplicative

inverse. As usual, a (commutative) field is a ring that is also a semifield. The BOOLEAN semifield

is B= ({0,1},max,min,0,1).

An S-semimodule [12, 11] is a tuple (M,⊕,0M ,⊙) consisting of a commutative monoid (M,⊕,0M)
and a mapping ⊙ : S×M → M such that

(r · s)⊙u = r⊙ (s⊙u), (associativity)

r⊙ (u⊕ v) = (r⊙u)⊕ (r⊙ v), (left distributivity)

(r+ s)⊙u = (r⊙u)⊕ (s⊙u), (right distributivity)

0⊙u = 0M (absorption of 0)

for all semiring elements r,s ∈ S, also called scalars, and semimodule elements u,v ∈ M. As before, we

write just M for the semimodule (M,⊕,0M,⊙), and due to the compatibility axioms presented above, we

can safely stop distinguishing the semimodule addition ⊕ and semiring addition +, writing just + for

both, as well as mixed multiplication ⊙ and semiring multiplication ·, writing · for both, and the additive

neutral element 0M of the semimodule and its corresponding element 0 of the semiring, writing 0 for

both. Finally, we let su = s · u for all s ∈ S and u ∈ M. It is clear that the semiring S itself forms a

semimodule, semimodules over rings are simply modules, and semimodules over fields are vector spaces.

A subsemimodule of M is a subset N ⊆ M such that 0 ∈ N, m+n ∈ N for all m,n ∈ N, and r ·n ∈ N for

all r ∈ S and n ∈ N. In other words, a subsemimodule is a subset that forms a semimodule itself with

respect to the operations of M suitably restricted to N. We write N � M if N is a subsemimodule of M.

For every subset V ⊆ M we write 〈V 〉 for the span of V (i.e., the smallest subsemimodule of M that

contains V ) and say that 〈V 〉 is generated by V .

Let M and N be two semimodules and ϕ : M → N a mapping. Then ϕ is linear (or a semimodule

homomorphism) if

s ·ϕ(u) = ϕ(s ·u) and ϕ(u+ v) = ϕ(u)+ϕ(v)

for all s ∈ S and u,v ∈ M. Note that ϕ(0) = 0 if ϕ is linear by the former condition. If ϕ is bijective and

linear, then we call ϕ an isomorphism and say that M and N are isomorphic, which we write as M ∼= N.

We let kerϕ = {m ∈ M | ϕ(m) = 0} be the kernel of ϕ and imϕ = {ϕ(m) | m ∈ M} be the image of ϕ

in N, which is always a subsemimodule of N provided that ϕ is linear. The first isomorphism theorem [4,

p. 162, Corollary 5.16] states that M/kerϕ ∼= imϕ for every ring S and linear map ϕ . Here, M/kerϕ is

the set of equivalence classes M/∼ with the equivalence relation ∼ given by m ∼ n if m−n ∈ kerϕ and

addition and scalar multiplication defined by [m]+ [n] = [m+n] and s[m] = [sm] (where [m] denotes the

equivalence class of m). Thus, over a ring S, the linear map ϕ is injective if and only if ker ϕ = {0}.
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Moreover, we let

Hom(M,N) = {ϕ : M → N | ϕ is linear}, End(M) = Hom(M,M), and M∨ = Hom(M,S),

which form semimodules with pointwise addition and scalar multiplication. The semimodule End(M)
contains the endomorphisms of M, and M∨ is called the dual semimodule of M.

Let Q be an arbitrary set. Then

SQ = { f : Q → S | ker f is co-finite}

forms a semimodule with pointwise addition and scalar multiplication that we call the free semimod-

ule over Q (unique up to isomorphism as usual). This is justified by the fact [11, p. 194] that for

any semimodule M every mapping ϕ : Q → M uniquely extends to a linear map ϕ̃ : SQ → M such

that ϕ̃(ιq) = ϕ(q), where ιq ∈ SQ is the mapping given for every p ∈ Q by

ιq(p) =

{
1 if p = q

0 otherwise.

In particular, if imϕ generates M, then ϕ̃ is surjective. If S is a field, then every semimodule (i.e., vector

space) is free, but the same is not true for arbitrary semirings S. If Q is finite, then we say that SQ is of

rank n = |Q| and will often identify SQ with the semimodule Sn.

The spaces Hom(M,N), End(M), and M∨ are particularly easy to describe when M and N are free of

finite rank [11, p. 195]. These are exactly the matrix spaces

Hom(SQ,SP)∼= SP×Q, End(SQ)∼= SQ×Q, and (SQ)∨ ∼= S{1}×Q ∼= SQ.

Note also that SQ itself can be identified with the matrix space SQ×{1}. Matrix multiplication (i.e., compo-

sition of linear maps) is then defined as follows: for every M ∈ SP×Q and NQ×R, the matrix M ·N ∈ SP×R

is given for all p ∈ P and r ∈ R by

(M ·N)pr = ∑
q∈Q

Mpq ·Nqr.

We will usually state theorems in terms of linear maps instead of matrices due to their greater generality

(non-free semimodules do not generally permit descriptions by matrices) and clarity of presentation.

Let Σ be an alphabet. A weighted language over Σ is a function L : Σ∗ → S. Given w ∈ Σ∗ and

a weighted language L : Σ∗ → S, we occasionally write Lw instead of L(w). The support of L is the

set supp L = {w ∈ Σ∗ | Lw 6= 0}.

A linear representation [10] of a weighted language L : Σ∗ → S is a tuple (Q, in,out,µ), where Q is

a finite set of states, in ∈ (SQ)∨ is an input vector, out ∈ SQ is an output vector, and µ : Σ∗ → End(SQ)
is a monoid homomorphism (where the monoid structure on End(SQ) is given by composition of maps),

such that for every w ∈ Σ∗

Lw = in ·µ(w) ·out.

If a weighted language L admits a linear representation, then we call L recognizable. This definition of

recognizability is equivalent to other common definitions given in terms of weighted automata [21].
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3 Semimodules of Finite Length

We recall that the dimension of a finite dimensional vector space V provides an upper bound on the

number of proper inclusions in any chain of subspaces of V ; i.e., if V0 � ·· · �Vr is a chain of subspaces

of V and r > dimV , then there is at least one 0 6 i < r such that Vi =Vi+1.

In this spirit, we define the length ℓ(M) ∈ N∪{∞} of a semimodule M to be the (possibly infinite)

least upper bound on the number of proper inclusions in any chain of subsemimodules of M; i.e.,

ℓ(M) = sup{r | M0 ≺ ·· · ≺ Mr is a chain of strictly increasing subsemimodules of M}.

Clearly, dimV = ℓ(V ) for every finite dimensional vector space V . However, the length is distinct from

the rank of a free module even if S is a ring. For example, Z has rank 1 as a Z-module, but ℓ(Z) = ∞

since

〈km〉 ≺ 〈km−1〉 ≺ · · · ≺ 〈k〉

is a chain of strictly increasing submodules of Z for every k ∈ Z\{0,1,−1} and m > 2.

Definition 3.1. We say that a semimodule M has finite length if ℓ(M) ∈ N; i.e., ℓ(M) is finite. �

Let us provide some examples of semimodules that have finite length.

Example 3.2.

(i) Finite dimensional vector spaces over fields have finite length.

(ii) Finite semimodules have finite length.

(iii) We consider the commutative monoid M =Q>0 ∪{∞} with u+∞ = ∞ for all u ∈ M and addition

defined as in Q otherwise. Then M is a semimodule over Q>0 via

m⊙u =





0 if m = 0

∞ if m 6= 0 and u = ∞

m ·u otherwise.

We can easily see that the only subsemimodules of M are {0}, {0,∞}, Q>0 and M itself. By

considering the inclusions among these subsemimodules, we obtain ℓ(M) = 2. Notably, this is an

example of an infinite semimodule that has finite length, but cannot be embedded into a module

over a ring. The embedding fails since ∞ is additively absorptive (i.e., u+∞ = ∞ for all u ∈ M,

which yields that ∞ cannot be inverted). �

Let M be a semimodule that has finite length. Next we show that the image imϕ of a linear

map ϕ : M → N necessarily has finite length as well.

Lemma 3.3. Let M and N be semimodules and ϕ : M → N be a linear map. Then ℓ(imϕ)6 ℓ(M).

Proof. If ℓ(M) = ∞, then the statement holds automatically. Therefore, suppose that ℓ(M) ∈ N is finite.

We recall that the preimage ϕ−1(L) of a subsemimodule L � N is a subsemimodule of M. To see this,

let u,v ∈ ϕ−1(L). Then ϕ(u+ v) = ϕ(u)+ϕ(v) ∈ L, and thus u+ v ∈ ϕ−1(L). Similarly, for every s ∈ S

we have ϕ(su) = sϕ(u) ∈ L, and thus su ∈ ϕ−1(L). Thus, any chain N0 � ·· · � Nr of subsemimod-

ules of imϕ induces a chain ϕ−1(N0) � ·· · � ϕ−1(Nr) of subsemimodules of M. Next, we establish

that ϕ−1(Ni) ≺ ϕ−1(Ni+1) for every 0 6 i < r such that Ni ≺ Ni+1. To this end, let u ∈ Ni+1 \Ni and

select v ∈ ϕ−1({u}), which is possible because Ni+1 � imϕ . Obviously, v /∈ ϕ−1(Ni), which proves

that v ∈ ϕ−1(Ni+1) \ϕ−1(Ni) and thus ϕ−1(Ni) ≺ ϕ−1(Ni+1). Hence, ℓ(imϕ) 6 ℓ(M) follows immedi-

ately from the definition.
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The preceding lemma already suggests that semimodules of finite length share nice properties with

finite dimensional vector spaces. In order to harness these, it would be very desirable for the class of

finite length semimodules to have good closure properties. However, it is not even closed under direct

sums, as the following example demonstrates.

Example 3.4. Consider the semifield S = Qmax = (Q>0,max, ·,0,1). As usual, Qmax is a semimodule

over itself, and the presence of multiplicative inverses immediately yields that ℓ(Qmax) = 1 because its

only subsemimodules are {0} and Qmax: if H � Qmax and H 6= {0}, there is an h ∈ H with h 6= 0,

so s = s · h−1 · h ∈ Qmax for all s ∈ Qmax; whereby H = Qmax (indeed, this argument works for any

semifield).

Now we consider the direct sum M = Qmax ⊕Qmax of two copies of Qmax, which consists of pairs

of rational numbers with the maximum applied coordinate-wise. Clearly, M is also a Qmax-semimodule

via a coordinate-wise product. However, M does not have finite length over Qmax by the following

lemma. �

Lemma 3.5. The Qmax-semimodule Qmax ⊕Qmax has length ℓ(Qmax ⊕Qmax) = ∞.

Proof. Let M = Qmax ⊕Qmax. First, we define the function q : M → Q such that q
(
〈a,b〉

)
= a

b
for

every a,b ∈Qmax. Obviously,

q
(
s〈a,b〉

)
= q

(
〈sa,sb〉

)
=

sa

sb
=

a

b
= q

(
〈a,b〉

)
(1)

for all 〈a,b〉 ∈ M and s ∈Qmax. Additionally, for all 〈a,b〉,〈c,d〉 ∈ M we have

q
(

max
(
〈a,b〉,〈c,d〉

))
6 max

(
q
(
〈a,b〉

)
,q
(
〈c,d〉

))
(2)

because
a

max(b,d)
6

a

b
= q

(
〈a,b〉

)
and

c

max(b,d)
6

c

d
= q

(
〈c,d〉

)
,

which yield

q
(

max
(
〈a,b〉,〈c,d〉

))
=

max(a,c)

max(b,d)
= max

( a

max(b,d)
,

c

max(b,d)

)
6 max

(
q
(
〈a,b〉

)
,q
(
〈c,d〉

))
.

For every i ∈ N let ui = 〈i,1〉 and Mi = 〈{u0, . . . ,ui}〉 be the subsemimodule generated by {u0, . . . ,ui}.

Due to the properties (1) and (2) of q, we have q(u) 6 q(ui) for every u ∈ Mi. This immediately

yields Mi ≺ Mi+1 for every i ∈ N and thus M0 ≺ ·· · ≺ Mi ≺ ·· · is an infinite chain of strictly increasing

subsemimodules.1

Fortunately, for rings S the situation does not look nearly as bleak and the expected equalities for

length hold, as expressed in the next theorem.

Theorem 3.6. Suppose that S is a ring.

(i) Let M and N be modules such that N � M. If N and M/N both have finite length, then M has finite

length and ℓ(M) = ℓ(N)+ ℓ(M/N).

1In fact, this is an example of a more general pathology of semimodules. Finite length semimodules are NOETHERIAN

since they satisfy the Ascending Chain Condition (i.e., every ascending chain of subsemimodules terminates). This proof

demonstrates that NOETHERIAN semimodules, unlike NOETHERIAN modules over rings, are not closed under direct sums.

The same is true for the Descending Chain Condition, which can be seen by setting vi = (1, i) and Ni = 〈{v0, . . . ,vi}〉 for all

i ∈ N. Then the chain N0 ≻ ·· · ≻ Ni ≻ ·· · does not terminate by the same argument as above.
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(ii) If M and N are finite-length modules, then ℓ(M⊕N) = ℓ(M)+ ℓ(N).

(iii) If S has finite length, then every module generated by n ∈ N elements has length at most n · ℓ(S).

Proof.

(i) The proof idea for the inequality ℓ(M) 6 ℓ(N)+ ℓ(M/N) draws from a proof of the analogous

fact for NOETHERIAN rings [17, 10f, Proposition 3.3]. For the sake of a contradiction, assume

that ℓ(M) > r, where r = ℓ(N)+ ℓ(M/N)+ 1. Then there exists a chain L0 ≺ ·· · ≺ Lr of strictly

increasing submodules of M. In the corresponding chain

N +L0

N
� ·· · �

N +Lr

N

of r + 1 submodules of M/N, at most ℓ(M/N) inclusions are proper, so ℓ(N)+ 1 inclusions are

not. Similarly, in the chain L0 ∩N � ·· · � Lr ∩N of submodules of N, at most ℓ(N) inclusions are

proper, so ℓ(M/N)+1 inclusions are not. By the pigeonhole principle, there exists 0 6 i < r such

that

Li ∩N = Li+1 ∩N and N +Li = N +Li+1.

We note that the latter result relies on the fact that N 6 H 6 K and H/N = K/N together im-

ply H = K (since if k ∈K and [h] = [k] for some h∈H , then k−h∈N �H , so k = h+(k−h)∈H).

Now, let u ∈ Li+1 be arbitrary. By the second equation above, we have u = n+ v for some n ∈ N

and v ∈ Li. This yields n = u− v ∈ Li+1 ∩N = Li ∩N and thus u ∈ Li. Therefore, Li+1 = Li, which

is the desired contradiction.

Thus, we have shown that ℓ(M) 6 ℓ(N)+ ℓ(M/N). It remains to show the converse inequality.

Note that any submodule of M/N has the form L/N for some L � M such that N � L since N is

the preimage of [0] ∈ L/N. This claim was already shown in a more general setting in the proof of

Lemma 3.3. Therefore, let N0 ≺ ·· · ≺Nn with n = ℓ(N) and L0/N ≺ ·· · ≺ Lm/N with m = ℓ(M/N)
be chains of strictly increasing submodules of N and M/N, respectively, which exist by the defini-

tion of the respective length. These chains can be concatenated to obtain a chain

N0 ≺ ·· · ≺ Nn � L0 ≺ ·· · ≺ Lm

of submodules of M. Any proper inclusion in the original chains must also be a proper inclusion

in the concatenated chain. Thus, ℓ(M)> n+m = ℓ(N)+ ℓ(M/N).

(ii) Let us consider N0 = {(0,n) | n ∈ N}. Then (M⊕N)/N0
∼= M and N0

∼= N, which yields the claim

by Statement (i).

(iii) Let M be a module generated by n elements. Hence M is a linear image of the free module Sn,

which by iteration of Statement (ii) satisfies ℓ(Sn) = n ·ℓ(S). Thus, the claim follows directly from

Lemma 3.3.

Hence every finite-length ring has the property that all its finitely generated modules also have finite

length. Naturally, there are other semirings that enjoy this property. Trivially, every finitely generated

semimodule over a finite semiring (such as the BOOLEAN semifield B) is also finite and therefore of

finite length. The following definition establishes the property just discussed, which is fulfilled in all

rings and all finite semirings.

Definition 3.7. We say that S is ARTINIAN if every finitely generated semimodule has finite length. �
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As demonstrated in the proof of Theorem 3.6(iii), in order to establish that S is ARTINIAN it suf-

fices to show that free semimodules of finite rank have finite length. Our naming ARTINIAN is a slight

abuse of traditional notions since the term is usually used to characterize those modules that satisfy the

Descending Chain Condition (i.e., every descending chain of submodules terminates). However, in rings

these two notions coincide. Any ring that satisfies the Descending Chain Condition (DCC) also satis-

fies the Ascending Chain Condition (ACC) [5, p. 90, Theorem 8.5], and any module that satisfies both

DCC and ACC has finite length [5, p. 77, Propositions 6.7 and 6.8]. By Theorem 3.6(iii), all finitely

generated modules over a finite-length ring also have finite length. The converse implication is trivial.

In general, for semirings this equivalence need not hold (see footnote to Lemma 3.5), but since the DCC

is nowhere as important for semirings as it is for rings, the authors believe that our use of terminology is

harmless.

ARTINIAN semirings retain a very convenient property of endomorphisms of vector spaces, which

will be crucial for our approach.

Theorem 3.8. Suppose that S is ARTINIAN, and let M be a finite-length semimodule and α ∈ End(M).
Then α is surjective if and only if α is injective.

Proof. The proof simply combines the well-known facts that surjective endomorphisms of NOETHE-

RIAN modules are injective, and injective endomorphisms of modules that satisfy the Descending Chain

Condition (i.e., ARTINIAN in the traditional sense) are surjective. These two facts are established here

for our semimodules.

We start with necessity. Suppose that α is surjective. For every endomorphism ϕ ∈ End(M), we let

Kerϕ = {(u,v) ∈ M⊕M | ϕ(u) = ϕ(v)}.

Then Kerϕ is a subsemimodule of M⊕M by the linearity of ϕ . Let r = ℓ(M⊕M) and consider the chain

{0} ≺ Kerα0 � Kerα1 � ·· · � Kerαr.

The first strictness is justified by Kerα0 = KeridM = {(u,u) | u ∈ M} ≻ {0}. Thus, by the finite length r,

there exists some 0 6 i < r such that Kerα i = Kerα i+1.

To prove injectivity, let u,v ∈ M such that α(u) = α(v). Recall that compositions of surjective func-

tions are surjective. By the surjectivity of α and α i, there exist x,y ∈M such that α i(x) = u and α i(y) = v.

Consequently, α i+1(x) = α i+1(y) and thus (x,y) ∈ Kerα i+1 = Kerα i by our choice of i. However,

(x,y) ∈ Kerα i directly yields u = α i(x) = α i(y) = v. Hence, α is injective.

We continue with sufficiency, so let α be injective. We show for all j ∈N that the condition u /∈ imα j

implies α(u) /∈ imα j+1. For the sake of a contradiction, suppose that j ∈ N and u ∈ M \ imα j are such

that α(u) ∈ imα j+1. Clearly, there exists v ∈ M such that α(u) = α j+1(v) = (αα j)(v) = α
(
α j(v)

)
.

Next we utilize the injectivity of α to conclude u = α j(v), which yields u ∈ imα j and our desired

contradiction. Thus, α(u) /∈ imα j+1.

Suppose that α is not surjective. Then there exists u ∈ M such that u /∈ imα . A straightfor-

ward induction utilizing the statement proved in the previous paragraph can now be used to show

that α j(u) /∈ imα j+1 for all j ∈ N. However, this yields that the chain

M = imα0 � imα1 � ·· · � imα j � ·· ·

has infinitely many proper inclusions, which contradicts that M has finite length. Therefore, α must

be surjective. We note that for sufficiency we only used that M has finite length (not that S is actually

ARTINIAN).
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4 Pseudoregular Endomorphisms

At this point we have established sufficient background for our main notion, pseudoregular endomor-

phisms, that will be successfully utilized in our pumping lemmata. The special properties that define

them are established in the next lemma.

Lemma 4.1 (see [20, Proposition 1]). Let M be a semimodule and α ∈ End(M). The following are

equivalent:

(i) imα = imα2.

(ii) There exist γ ,β ∈ End(M) such that α = γβ and imβ = im(βγβ ).

Proof.

• We start with the implication (i) → (ii). To this end, we select γ = idM and β = α and observe that

α = idMα = γβ and imβ = imα = imα2 = im(α idMα) = im(βγβ ).

• For the converse implication (ii) → (i), let γ ,β ∈ End(M) such that α = γβ and imβ = im(βγβ ).
Then

imα2 = im(γβγβ ) = γ
(
im(βγβ )

)
= γ(imβ ) = im(γβ ) = imα .

Definition 4.2. Let M be a semimodule. An endomorphism α ∈ End(M) satisfying the conditions of

Lemma 4.1 is called pseudoregular. �

REUTENAUER [20, Proposition 1] provides further characterizations of pseudoregular endomor-

phisms that hold for a field S. It is worthwhile to consider the following consequence. Let α be a nonzero

pseudoregular endomorphism of a finite dimensional vector space V . Then there exists k 6 dimV and a

basis B of V such that the matrix representation of α with respect to B is a block matrix

(
A 0(n−k)×k

0k×(n−k) 0(n−k)×(n−k)

)
,

where A is an invertible k× k-matrix and 0m×n is the m×n-zero matrix for every m,n ∈N+.

Using Theorem 3.8 we can adapt another characterization mentioned in [20, Proposition 1] to AR-

TINIAN semirings.

Lemma 4.3. Suppose that S is ARTINIAN, and let M be a semimodule that has finite length. Then

α ∈ End(M) is pseudoregular if and only if α∗ : imα → imα , which is defined for every u ∈ imα

by α∗(u) = α(u), is an isomorphism. If S is a ring, then this is equivalent to imα ∩kerα = {0}.

Proof. Clearly, imα = imα2 is equivalent to surjectivity of α∗, so the result follows from Theorem 3.8.

If S is a ring, then imα ∩kerα = {0} is equivalent to injectivity of α∗, and thereby surjectivity.

Next we show a generalization of [13, Theorem 2.2]. The general proof idea is largely unchanged,

but the lack of vector space structure requires some adjustments in the details. The same theorem can

be shown for vector spaces in a much more straightforward manner using linear recurrences (see [20,

Lemma 1]), but as this proof relies on the existence of characteristic polynomials of endomorphisms, it

cannot be directly adapted to more general semirings.
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Theorem 4.4 (see [13, Theorem 2.2]). Let M be a semimodule such that its dual M∨ has finite length.

Moreover, let α ∈ End(M) be pseudoregular, and let f ∈ M∨ = Hom(M,S) and v ∈ M. We consider the

sequence (sk)k∈N of elements of S given for every k ∈ N by

sk = f
(
αk(v)

)
.

If s1 6= 0, then sk 6= 0 for infinitely many k ∈ N. More precisely, at most ℓ(M∨) values of sk vanish in a

row.

Proof. We prove this statement in three steps.

(i) As before, we define α∗ : imα → imα for every u ∈ imα by α∗(u) = α(u). Since α∗ is surjective,

we can find a right inverse α∗ : imα → imα such that α∗α∗ = id(imα).
2 Next, we define ρ to be

the map that sends each element g : M → S of M∨ to its restriction g|imα
to imα ; i.e.,

ρ : M∨ → (imα)∨ with ρ(g) = g|im α

for all g ∈ M∨ = Hom(M,S). Clearly, ρ is linear, so imρ has finite length by Lemma 3.3. Fix

some n0 ∈ N+ and let fi = ρ( f αn0+i) for every i ∈ N. Then

fi = ρ( f αn0+i) = ρ( f αn0+i)idM = ρ( f αn0+i)α∗α∗ = ρ( f αn0+i+1)α∗ = fi+1α∗

for every i ∈N.

(ii) Let r = ℓ(imρ) + 1 and Mi = 〈{ fr, . . . , fr−i}〉 be the subsemimodule of imρ that is generated

by { fr, . . . , fr−i} for every 06 i6 r. We consider the chain M0 �M1 � . . .�Mr. Since r >ℓ(imρ),
at least one of these inclusions is not proper. Let 0 < i 6 r. If Mi−1 = Mi, then Mi = Mi+1, which

we prove as follows. Since Mi = Mi−1, there exist coefficients λ0, . . . ,λr ∈ S such that

fr−i =
i−1

∑
j=0

λ j fr− j

and thus

fr−(i+1) = fr−i−1 = fr−iα
∗ =

( i−1

∑
j=0

λ j fr− j

)
α∗ =

i−1

∑
j=0

λ j fr− j−1 =
i

∑
j=1

λ j−1 fr− j.

Therefore, fr−(i+1) ∈ 〈{ fr−1, . . . , fr−i}〉 � Mi, so we have Mi+1 = Mi by the construction of Mi. A

straightforward induction then proves that Mr = Mr−1. Hence, there are coefficients µ1, . . . ,µr ∈ S

such that

f0 =
r

∑
j=1

µ j f j. (†)

(iii) Finally, let s1 6= 0. Assume by way of contradiction that there are only finitely many k ∈ N such

that sk 6= 0. Then there is some n ∈ N such that sn 6= 0 and sk = 0 for all k > n. In particu-

lar, sn+1 = · · ·= sn+r = 0. Set n0 = n−1 and define fi as above. Then

sn = f0

(
α(v)

)
=

( r

∑
j=1

µ j f j

)(
α(v)

)
=

r

∑
j=1

µ j f j

(
α(v)

)
=

r

∑
j=1

µ jsn+ j = 0

2In the most general setting, finding a right inverse of a surjective function requires the Axiom of Choice. In all cases of

interest to us, this is not necessary. If S is ARTINIAN, then α∗ is bijective, so there is a unique both-sided linear inverse. If

imα is free of finite rank, then it suffices to choose finitely many preimages for the free generators of imα .
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by (†), which contradicts the choice of n. Therefore, there must be infinitely many k ∈ N such

that sk 6= 0. In particular, we have shown that at most r− 1 = ℓ(imρ) 6 ℓ(M∨) values of sk can

vanish in a row.

We note that the previous proof relies crucially on the commutativity of S, since M∨ need not be a

semimodule in the non-commutative case. Semimodules of finite length allow us to determine that an

endomorphism is pseudoregular simply by looking at its factorizations. We will later use a statement of

this kind for the proof of our pumping lemma. However, one similar proposition can already be adapted

directly from the theory of vector spaces without any further work.

Lemma 4.5 (see [13, Proposition 2.1]). Let M be a finite-length semimodule and α ∈ End(M). Then

αℓ(M) is pseudoregular.

Proof. Consider the chain

M = imα0 � imα1 � imα2 � . . .� imαℓ(M) � 0.

By definition at least one of these inclusions is not proper. Let 0 < i 6 ℓ(M). If imα i−1 = imα i, then in-

deed also imα i = imα i+1, so by another straightforward induction we also obtain imαℓ(M) = imα2ℓ(M),

which yields that αℓ(M) is pseudoregular. If only the last inclusion is improper (i.e., imαℓ(M) = {0}),

then αℓ(M) is the zero morphism and thereby trivially pseudoregular as well. This concludes all cases

and in each case αℓ(M) is pseudoregular.

5 Pumping Lemmata

In this final section, we combine our derived results to provide a pumping lemma for recognizable

weighted languages. In general, pumping lemmata are used to prove that a (weighted) language is not

recognizable. For illustration, we recall the classical pumping lemma for recognizable languages, which

is the main tool to prove that a given language is not recognizable [28].

Theorem 5.1 (see [19, Lemma 2]). Let L be a recognizable language. Then there exists n ∈ N such that

for every w ∈ L with |w|> n there is a factorization w = uxv with x 6= ε such that uxkv ∈ L for all k ∈N.

Next, we show a similar result for recognizable weighted languages, which was originally proven for

fields in [13, Theorem 5], although we adapted our proof using the ideas of [20, Theorem 2]. These ideas

directly yield the basic approach using our Theorem 4.4. Given a linear representation (Q, in,out,µ) of a

weighted language L : Σ∗ → S such that (i) SQ has finite length, (ii) µ(x) is pseudoregular for some x∈ Σ∗,

and (iii) uxv ∈ supp L for some u,v ∈ Σ∗, then for infinitely many k ∈N,

L(uxkv) = in ·µ(uxkv) ·out 6= 0.

We use that SQ ∼= (SQ)∨; i.e., that SQ and (SQ)∨ are isomorphic, yielding finite length for (SQ)∨. Ad-

ditionally, we note that we do not conclude that L(uxkv) 6= 0 for all k ∈ N (as in Theorem 5.1), but

rather the inequality only holds for infinitely many k ∈ N. However, to make this approach applicable

to any recognizable weighted language, we still need to identify suitable conditions that enforce that

a given word w ∈ Σ∗ contains a nontrivial subword x ∈ Σ∗ with pseudoregular image µ(x). A simple

combinatorial argument following [20] shows that if w is long enough, then there always exists a factor-

ization w = uxy with x 6= ε such that µ(x) is pseudoregular.
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Definition 5.2 (see [20]). Let Σ be a finite alphabet, w ∈ Σ∗, and n ∈N. We recursively define when w is

a quasipower of order n.

(i) If n = 0 and w 6= ε , then w is a quasipower of order 0.

(ii) If n > 0 and w = uvu for some u,v ∈ Σ∗ such that u is a quasipower of order n− 1, then w is a

quasipower of order n. �

Next, we recall that given any order r ∈N we can identify a bound Nr such that words whose length is

at least Nr necessarily contain a quasipower of order r. Indeed the constant Nr can be recursively defined

for every r ∈N by

N0 = 1 and Nr+1 = Nr · (1+ |Σ|Nr).

Lemma 5.3 (see [23, IV. 5] as cited in [20, Lemma 2]). Let Σ be a finite alphabet and r ∈N. There exists

an integer Nr ∈N such that every word w ∈ Σ∗ with |w|> Nr contains a subword that is a quasipower of

order r.

Next, still following [20], we show that quasipowers of suitably large order are sufficient to establish

the existence of a subword x such that µ(x) is pseudoregular.

Lemma 5.4 (see [13] as cited in [20, Theorem 1]). Let Σ be a finite alphabet, M a semimodule that has

finite length, and µ : Σ∗ → End(M) a monoid homomorphism. Every word w ∈ Σ∗ that is a quasipower

of order r = ℓ(M)+1 contains a subword x 6= ε such that µ(x) is pseudoregular.

Proof. Let w∈Σ∗ be a quasipower of order r, and let ur =w. There are words u0, . . . ,ur−1,v1, . . . ,vn ∈ Σ+

such that ui = ui−1viui−1 for all 1 6 i 6 r. Thus,

im µ(ui) = im µ(ui−1viui−1)� im µ(ui−1),

so we obtain the chain

im µ(ur)� im µ(ur−1)� . . .� im µ(u0)

of r+1 subsemimodules of M. Therefore, im µ(ui) = im µ(ui−1) for some 1 6 i 6 r, which yields

im µ(ui−1) = im µ(ui) = im µ(ui−1viui−1) = im
(
µ(ui−1)µ(vi)µ(ui−1)

)
.

By Lemma 4.1(ii) we obtain that µ(vi)µ(ui−1) = µ(viui−1) is pseudoregular. Hence, we set x = viui−1

to complete the proof.

Our pumping lemma now follows directly. The next main theorem still contains the technical restric-

tion that the semimodule SQ has finite length, where Q is the set of states of a linear representation for

a given recognizable weighted language. A slightly more direct statement is expressed in the corollary

that follows the next theorem.

Theorem 5.5 (see [13, Theorem 5] as cited in [20, Theorem 2]). Let Σ be a finite alphabet. More-

over, let (Q, in,out,µ) be a linear representation for the weighted language L : Σ∗ → S. If SQ has finite

length, then there exists an integer N ∈ N such that for every w ∈ supp L with |w| > N there exists a

factorization w = uxv with x 6= ε such that

{uxkv | k ∈ N}∩ suppL

is infinite.
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Proof. Let r = ℓ(M)+1 and N = Nr as in Lemma 5.3. Since |w|> N, the word w contains a quasipower

of order r by Lemma 5.3, and by Lemma 5.4 there exists a factorization w = uxv such that x 6= ε and

µ(x) is pseudoregular. Moreover, in ·µ(u) ∈ (SQ)∨ and µ(v) ·out ∈ SQ. By assumption we have

Lw = in ·µ(u)µ(x)µ(v) ·out 6= 0.

Since SQ ∼= (SQ)∨ and SQ has finite length, we can apply Theorem 4.4 to obtain that for infinitely

many k ∈N, (
in ·µ(u)

)
·µ(x)k ·

(
µ(v) ·out

)
6= 0.

Since µ(x)k = µ(xk), this completes the proof.

By extending this theorem from its original statement for fields to more general semirings, we have

identified a unified framework for the classical pumping lemma by RABIN and SCOTT [19] (for the

BOOLEAN semifield) and the pumping lemma for recognizable weighted languages over fields by JA-

COB [13]. In practice, it is useful to be able to reason about recognizability without knowing the number

of states a potential linear representation might have, which makes the requirement that SQ has finite

length troublesome. This can be remedied by requiring our semiring S to be ARTINIAN, which of course

still subsumes all the cases covered by the already mentioned pumping lemmata.

Corollary (of Theorem 5.5). Let Σ be a finite alphabet, S be an ARTINIAN semiring, and L be a recog-

nizable weighted language L : Σ∗ → S. Then there exists an integer N ∈N such that for every w ∈ supp L

with |w|> N there exists a factorization w = uxv with x 6= ε such that

{uxkv | k ∈ N}∩ suppL

is infinite.

Example 5.6. Directly generalizing a classical example of a non-regular language, there is no recog-

nizable weighted language L over an ARTINIAN semiring such that supp L = {anbn | n ∈ N}. Sup-

pose that there is an ARTINIAN semiring S and a recognizable weighted language L : {a,b}∗ → S such

that suppL = {anbn | n ∈ N}. By the Corollary of Theorem 5.5 there exists N ∈ N such that w = aNbN

admits a decomposition w = uxv with x 6= ε such that {uxkv | k ∈N}∩supp L is infinite. Obviously this is

a contradiction since no suitable subword x 6= ε (consider the cases x = am, x = bm, and x = ambn) exists.

We note that such a recognizable weighted language L over a non-commutative semiring exists. �

If we drop the assumption that the alphabet Σ is finite, then we obtain a notion of recognizable

weighted languages that is useful when applying the same pumping techniques to weighted tree lan-

guages (see, for example, [8, Theorem 9.2]). One result that would be an ideal candidate for extension to

semimodules is recalled next. Its extension would immediately yield pumping lemmata of various forms

(e.g. [20, Theorem 4]).

Theorem 5.7 (see [20, Theorem 3]). Let Σ be a (not necessarily finite) alphabet and V a vector space

of finite nonzero dimension. There is an integer N such that for each homomorphism µ : Σ∗ → End(V ),
every word w ∈ Σ∗ with |w|> N contains a subword x 6= ε such that µ(x) is pseudoregular.

Unfortunately, the proof of this theorem uses the relationship of nonvanishing elements of exte-

rior powers of V to their components’ linear independence. This cannot be easily extended even to

(non-integral) rings. We conclude this section by stating two weak pumping lemmata for recognizable

weighted languages over infinite alphabets.
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Theorem 5.8. Let Σ be a (possibly infinite) alphabet and L : Σ∗ → S be a recognizable weighted lan-

guage with linear representation (Q, in,out,µ) such that SQ has finite length N = ℓ(SQ). If there ex-

ists w ∈ supp L with w = abNc, then the set {abkc | k ∈ N}∩ suppL is infinite.

Proof. By Lemma 4.5, µ(bN) = µ(b)N is pseudoregular. Then the claim follows exactly as in Theo-

rem 5.5.

Theorem 5.9. Let the semiring S be finite, Σ a (possibly infinite) alphabet, and L : Σ∗ → S be a recog-

nizable weighted language with linear representation (Q, in,out,µ). There is an integer N such that for

every w ∈ supp L with |w|> N there exists a factorization w = uxv with x 6= ε such that

{uxkv | k ∈ N}∩ suppL

is infinite.

Proof. Since End(SQ) is finite, we can reduce to the case of finite alphabets. To this end, we define the

relation ∼=Ker µ on Σ (where Ker µ is defined as in Theorem 3.8). Clearly, ∼ is an equivalence relation.

From each of the finite number of equivalence classes [m] we choose a representative rm. Now, we

let Γ = {rm | m ∈ Σ} and extend the mapping m 7→ rm to the unique monoid homomorphism ψ : Σ∗ → Γ∗.

By definition of ∼, it is obvious that µ(w) = µ(ψ(w)) for all w ∈ Σ∗.

Since |End(SQ)|6 |S||Q|2 (consider matrices), we have |Γ|6 |S||Q|2 . Let N be as in Theorem 5.5. For

every w ∈ Σ∗ with |w|> N. there exists a factorization w = uxv with x 6= ε and infinite

{ψ(uxkv) | k ∈N}∩ suppL.

By definition of ψ , it is clear that this implies the infiniteness of the set

{uxkv | k ∈ N}∩ suppL.
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