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We examine the complexity of basic regular operations on languages represented by Boolean and
alternating finite automata. We get tight upper bounds m+ n and m+ n+ 1 for union, intersection,
and difference, 2m+n and 2m+n+1 for concatenation, 2n+n and 2n+n+1 for square, m and m+1
for left quotient, 2m and 2m +1 for right quotient. We also show that in both models, the complexity
of complementation and symmetric difference is n and m+n, respectively, while the complexity of
star and reversal is 2n. All our witnesses are described over a unary or binary alphabets, and whenever
we use a binary alphabet, it is always optimal.

1 Introduction

Boolean and alternating finite automata [1, 2, 6, 7, 10, 11, 12] are generalizations of nondeterministic
finite automata. They recognize regular languages, however, they may be exponentially smaller, with
respect to the number of states, than equivalent nondeterministic finite automata (NFAs). While in an
NFA the transition function maps any pair of a state and input symbol to a set of states that can be viewed
as a disjunction of the states, in a Boolean finite automaton (BFA) the result of the transition function is
given by any Boolean function with variables in the state set.

Fellah et al. [3] examined alternating finite automata (AFAs), that is, Boolean automata in which the
initial Boolean function is given by a projection. They proved that every n-state AFA can be simulated by
a (2n +1)-state nondeterministic finite automaton with a unique initial state, and left as an open problem
the tightness of this upper bound. An answer to this problem was given in [7, Lemma 1, Theorem 1]
by describing an n-state binary AFA whose equivalent NFA with a unique initial state has at least 2n +1
states. Here we present a different example in which the reachability and co-reachability of all singleton
sets immediately implies the result.

In [3] it was also shown that given an m-state and n-state AFAs for languages K and L, the lan-
guages Lc, K∪L, K∩L, KL, and L∗ are recognized by AFAs of at most n,m+n+1,m+n+1,2m+n+1,
and 2n +1 states, respectively, and the tightness of these upper bounds was left open as well.

Here we present the results obtained in [5, 6, 7, 8, 11] that provide the exact complexity of basic regu-
lar operations on languages represented by Boolean and alternating finite automata. Table 1 summarizes
these results. It also displays the sizes of alphabet used to describe witness languages.

2 Preliminaries

Let Σ be a non-empty alphabet of symbols. Then Σ∗ denotes the set of all strings over the alphabet Σ

including the empty string ε . A language over Σ is any subset of Σ∗.
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Table 1: The complexity of basic regular operations on Boolean and alternating finite automata.

operation BFA |Σ| AFA |Σ| source

complementation n 1 n 1 [6, Thm. 1]
union m+n 1 m+n+1 1 [7, Thm. 2(1) and 3(1)], [11, Thm. 4.3 and 4.4]
intersection m+n 1 m+n+1 1 [7, Thm. 2(2) and 3(2)], [11, Thm. 4.3 and 4.4]
difference m+n 1 m+n+1 1 [6, Thm. 13(a) and 14(a)], [11, Thm. 4.3 and 4.4]
symm. difference m+n 1 m+n 1 [6, Thm. 13(b) and 14(b)], [11, Thm. 4.3 and 4.4]
star 2n 2 2n 2 [6, Thm. 12]
reversal 2n 2 2n 2 [6, Thm. 13(c) and 14(c)]
right quotient 2m 2 2m +1 2 [6, Thm. 13(d) and 14(d) ]
left quotient m 1 m+1 1 [6, Thm. 13(e) and 14(e)]
concatenation 2m +n 2 2m +n+1 2 [7, Thm. 4 and 5],[5, Thm. 6.4]
square 2n +n 2 2n +n+1 2 [8, Thm. 13 and 14]

A Boolean finite automaton (BFA) is a quintuple A = (Q,Σ, ·,gs,F) where Q = {q1,q2, . . . ,qn} is a
finite non-empty set of states, Σ is a finite input alphabet, · is a transition function that maps Q×Σ into
the set Bn of Boolean functions with variables {q1,q2, . . . ,qn}, gs ∈ Bn is the initial Boolean function,
and F ⊆ Q is the set of final states. The transition function · is extended to the domain Bn × Σ∗ as
follows: For each g ∈ Bn, each a ∈ Σ, and each w ∈ Σ∗, we have

• g · ε = g,

• if g = g(q1,q2, . . . ,qn), then g ·a = g(q1 ·a,q2 ·a, . . . ,qn ·a),
• g · (wa) = (q ·w) ·a.

Let f = ( f1, f2, . . . , fn) be a Boolean vector (finality vector) such that fi = 1 if and only if qi ∈ F . The
language accepted by a BFA A is the set of strings L(A) = {w ∈ Σ∗ | (gs ·w)( f ) = 1}. We illustrate the
above mentioned notions in the following example.

Example 1. Consider the 2-state binary Boolean finite automaton A = ({q1,q2},{a,b}, ·,q1 ∧q2,{q1})
where the transition function · is defined in Table 2.

Table 2: The transition function of the BFA A.

· a b

q1 q1 ∨q2 q1

q2 q2 q1 ∧¬q2

Then the string ab is accepted by A since we have

gs ·ab = (q1 ∧q2) ·ab = ((q1 ∨q2)∧q2) ·b = (q1 ∨ (q1 ∧¬q2))∧ (q1 ∧¬q2),

and the resulting function evaluates to 1 in the finality vector (1,0).
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A BFA A is called alternating (AFA) if its initial function is a projection gs(q1,q2, . . . ,qn) = q1;
cf. [2, 3, 15]. It is nondeterministic with multiple initial states (MNFA) if gs and all qi · a are of the
form qi1 ∨ qi2 ∨ ·· · ∨ qiℓ . If moreover gs = q1, then A is nondeterministic (with a unique initial state)
(NFA). If moreover all qi ·a are of the form q j, then A is deterministic (DFA).

3 Simulations of BFAs and AFAs by MNFAs, NFAs, and DFAs

In this section we recall the trade-offs between different models of finite automata. Let us start with the
simulation of BFAs by MNFAs.

Proposition 2 ( [3, Theorem 4.1], [7, Lemma 1]). Let L be a language accepted by an n-state BFA.
Then L is accepted by a 2n-state MNFA whose reverse is a DFA.

Proof Idea. Let A = (Q,Σ, ·,gs,F) be a BFA with Q = {q1,q2, . . . ,qn}. Let f = ( f1, f2, . . . , fn) be the
Boolean finality vector with fi = 1 iff qi ∈ F . Construct a MNFA A′ = (Q′,Σ,◦, I,{ f}) where

• Q′ = {0,1}n,

• I = {u ∈ Q′ | gs(u) = 1},

• for each u ∈ Q′ and each a ∈ Σ, we set u◦a = {u′ ∈ Q′ | (q1 ·a,q2 ·a, . . . ,qn ·a)(u′) = u}.

Then L(A) = L(A′).

Since the reverse of the MNFA in the proof above is a DFA, we get the next result.

Corollary 3. If L is accepted by an n-state BFA, then LR is accepted by a 2n-state DFA.

Notice that if A is an AFA, then the MNFA A′ constructed in the proof of Proposition 2 has 2n−1

initial states, and we get the following observation.

Corollary 4. If L is accepted by an n-state AFA, then LR is accepted by a 2n-state DFA of which 2n−1

are final.

Our next aim is to get the converses of the above corollaries.

Proposition 5 ([7, Lemma 2]). Let L be accepted by a 2n-state MNFA whose reverse is a DFA. Then L
is accepted by an n-state BFA.

Proof Idea. Let A = (Q,Σ, ·, I,F) be a MNFA with Q = {0,1}n. Since AR is a DFA, the MNFA A has
a unique final state f ∈ Q, and moreover, for each u ∈ Q and each a ∈ Σ there is a unique state u′

with u′ ·a = u; denote this state by au. Construct a BFA A′ = (Q′,Σ,◦,gs,F ′) where

• Q′ = {q1,q2, . . . ,qn},

• gs(u) = 1 iff u ∈ I,

• F ′ = {qi | fi = 1},

• (q1 ◦a,q2 ◦a, . . . ,qn ◦a)(u) = au.

Then L(A) = L(A′).

Corollary 6. If L is accepted by a 2n-state DFA, then LR is accepted by an n-state BFA.

Corollary 7. If L is accepted by a 2n-state DFA which has 2n−1 final states, then LR is accepted by
an n-state AFA.
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We continue with the simulation of BFAs by DFAs.

Proposition 8 ( [10, Theorem 7], [1, Theorem 2], [2, Theorem 5.2], [12, Corollary 3]). Let L be a
language over an alphabet Σ accepted by an n-state BFA. Then L is accepted by a DFA of at most 22n

states, and this upper bound is tight if |Σ| ≥ 2.

Proof Idea. If L is accepted by an n-state BFA, then by Proposition 2, it is accepted by a 2n-state MNFA,
and, consequently, by a 22n

-state DFA. For tightness, let K be the binary 2n-state DFA from [12, Proposi-
tion 2] whose reversal KR requires 22n

deterministic states. By Corollary 6, the language KR is accepted
by an n-state BFA.

Finally, we consider the simulation of BFAs by NFAs, and provide an answer to an open problem
from [3].

Theorem 9 ([7, Theorem 1]). Let L be accepted by an n-state BFA. Then L is accepted by an NFA of at
most 2n +1 states. This upper bound is tight, and it can be met by a binary n-state AFA.

Proof Idea. By Proposition 2, the language L is accepted by a 2n-state MNFA, and, consequently, by
a (2n + 1)-state NFA. For tightness, let n ≥ 2. Let L be the language accepted by the 2n-state MNFA
A = (Q,{a,b}, ·, I,F) where

• Q = {0,1, . . . ,2n −1},

• I = {0,1, . . . ,2n−1 −1},

• F = {2n −1},

• i ·a = {(i+1) mod 2n} for each i ∈ Q,

• 0 ·b = {0}, (2n −1) ·b = Q\{0}, and i ·b = /0 is i ∈ Q\{0,2n −1};

see Figure 1 for an illustration 1. The reverse AR is a 2n-state DFA which has 2n−1 final states. By
Corollary 7, the language L is accepted by an n-state AFA. On the other hand, each singleton set is
reachable and co-reachable in the MNFA A which means that every NFA accepting L has at least 2n +1
states by [4, Lemma 9].

0 1 2 3 4 5 6 7a a a a a a a

a

b

b

b
b

b
b

b
b

Figure 1: The MNFA A; n = 3.
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4 Operational Complexity on Boolean and Alternating Finite Automata

In this section we use the four corollaries from the previous section to get the complexity of basic regular
operations on languages represented by Boolean and alternating finite automata. The idea is as follows.
Consider a binary operation and take languages K and L recognized by a 2m-state and 2n-state DFA,
respectively, that are witnesses for the considered operation on DFAs. Then the languages KR and LR

are accepted by an m-state and n-state BFA, respectively. Now it is enough to show that the language
resulting from the operation applied to the languages KR and LR requires large enough BFA. In the case
of AFAs, we start with DFAs with half of their states final that are hard for the considered operation on
DFAs. We illustrate this idea for the concatenation operation.
Theorem 10 (Concatenation on BFAs). Let K and L be languages over an alphabet Σ accepted by
an m-state and n-state BFA, respectively. Then the language KL is accepted by a BFA of at most 2m +n
states, and this upper bound is tight if |Σ| ≥ 2.

Proof. To get an upper bound, let A = (QA,Σ, ·A,gA,FA) and B = (QB,Σ, ·B,gB,FB) be BFAs accept-
ing the languages K and L, respectively. We first convert the BFA A to the 2m-state MNFA M =
(QM,Σ, ·M,gM,FM). Now we construct a BFA C = (QM ∪QB,Σ, ·,gM,FB) with

q ·a =


q ·M a, if q ∈ QM \FM;
q ·M a∨gB ·B a, if q ∈ FM;
q ·B a, if q ∈ QB;

cf. [3, Theorem 9.2]. Then the BFA C has 2m +n states and recognizes the language KL.
To get tightness, let K and L be Maslov’s binary witnesses for concatenation on DFAs from [13],

see Figure 2, accepted by a 2n-state and 2m-state DFA, respectively. Then every DFA accepting the
language KL has at least 2n22m − 22m−1 states. By Corollary 6, the languages LR and KR are accepted
by m-state and n-state BFA, respectively. Next, we have (LRKR)R = KL, so every DFA accepting the
reverse of the concatenation LRKR has at least 2n22m −22m−1 states. By Corollary 3, it follows that every
BFA accepting KRLR has at least ⌈log(2n22m −22m−1)⌉= 2m +n states.

A 1 2 . . . m−1 ma a a a

a

b b b b

B 1 2 . . . n−2 n−2 nb b b b a,b

ba a a

a

Figure 2: Maslov’s witness DFAs for concatenation meeting the upper bound m2n −2n−1.

Theorem 11 (Concatenation on AFAs). Let K and L be languages over an alphabet Σ accepted by an m-
state and n-state AFA, respectively. Then the language KL is accepted by a AFA of at most 2m + n+ 1
states, and this upper bound is tight if |Σ| ≥ 2.
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A 1 2 . . . m
2

m
2 +1 m

2 +2 . . . ma

b

a a a a a a

a

b b b b b b b

B 1 2 3 . . . n
2

n
2 +1 . . . nb a,b

b b b ba

a a a a a

a

Figure 3: Witness DFAs for concatenation with half of states final meeting the upper bound m2n− m
2 2n−1.

Proof. The upper bound follows from the previous theorem since one more state is enough to get an AFA
equivalent to a given BFA. To get tightness, we use languages K and L accepted by 2n-state and 2m-state
witness DFAs for concatenation with half of their states final from [5, Theorem 4.7], see Figure 3. Then
the minimal DFA for KL has 2n22m − 2n−122m−1 states, of which more that 22m+n−1 states are final [5,
Lemma 6.4]. Then the languages LR and KR are accepted by an m-state and n-state AFA, respectively.
Next, we have (LRKR)R = KL, so every AFA for LRKR has at least ⌈log(2n22m − 2n−122m−1)⌉ = 2m + n
states. If an AFA of 2m + n states would accept LRKR, then the reverse of this language, that is, the
language KL would be accepted by a DFA of 22m+n states with 22m+n−1 final states. However, the
minimal DFA for KL has more than 22m+n−1 final states, a contradiction.

Hence, the upper bound 2m +n+1 for concatenation on AFAs from [3, Theorem 9.3] is tight. This
provides an answer to the second open problem from [3]. A similar idea as for concatenation also works
for square, and left and right quotients. Our results for the star operation are covered by the next theorem.
Theorem 12 (Star on BFAs and AFAs). If L is accepted by an n-state BFA, then L∗ is accepted by
a 2n-state AFA. Moreover, there exists a binary language L accepted by an n-state AFA such that every
BFA for L∗ has at least 2n states.

Proof. If L is accepted by an n-state BFA, then LR is accepted by a 2n-state DFA by Corollary 3.
Then (LR)∗ is accepted by a 22n

-state DFA with half of its state final [6, Proposition 8]. Next, we
have (L∗)R = (LR)∗. Hence L∗ is accepted by an n-state AFA by Corollary 7.

To get tightness, let L be the Palmovský’s witness DFA for star with 2n states half of which are
final [14, Theorem 4.4], see Figure 4. Then LR is accepted by an n-state AFA by Corollary 7. Next, we
have ((LR)∗)R = ((L∗)R)R = L∗, and every DFA for L∗ has at least 22n−1 + 22n−1+2n−1

states. It follows
that every BFA for (LR)∗ has at least ⌈log(22n−1 +22n−1+2n−1

)⌉= 2n states by Corollary 3.

Similar arguments work for reversal. If L is accepted by an n-state BFA, that LR is accepted by a 2n-
state DFA, a special case of AFA. For tightness, we take the language L accepted by a 2n-state Šebej’s
DFA from [9, Fig. 6] with half of its states final. Then LR ia accepted by an n-state AFA, while every
DFA for LR has at least 22n

states. Hence, every BFA for L = (LR)R has at least 2n states by Corollary 6.
We conclude this section with Boolean operations. Denote by bsc(L) the number of states in a

minimal, with respect to the number of states, BFA accepting L. Define asc(L) in an analogous way.
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A 1 2 . . . n
2

n
2 +1 . . . n−1 na a,b a,b a,b a,b a,b a

a

b b

b

Figure 4: Witness DFA for star with half of states final meeting the upper bound 2n−1 +2n−1− n
2 .

Proposition 13. Let L be a regular language. Then bsc(L) =bsc(Lc) and asc(L) =asc(Lc).

Proof. If L is accepted by a minimal n-state BFA, then LR is accepted by a 2n-state DFA by Corollary 3.
It follows that (LR)c = (Lc)R is accepted by a 2n state DFA, and therefore Lc is accepted by an n-state
BFA by Corollary 6. Moreover, the language Lc cannot be accepted by a smaller BFA because otherwise
the language L = (Lc)c would be accepted by a smaller BFA as well. In the case of AFAs, the DFAs
for LR and (LR)c have 2n states and 2n−1 final states, and we use Corollaries 4 and 7 to get the result.

Theorem 14. Let K and L be languages over Σ accepted by an m-state and n-state AFA, respectively.
Then K ∪L is accepted by an AFA of at most m+n+1 states, and this upper bound is tight if |Σ| ≥ 1.

Proof. The language K ∪ L can be accepted by a (m+ n)-state BFA constructed from the two AFAs
by setting the initial function to the disjunction of the corresponding initial states. The upper bound
for AFAs follows. For tightness, let K be the language accepted by the unary 2m-state DFA with state
set {0,1, . . . ,2m−1}, the initial state 0, the set of final states {2m−1,2m−1+1, . . . ,2m−1}, and transitions
given by i ·a = (i+1) mod 2m. Then KR = K is accepted by an m-state AFA. Next, let L be a language
accepted by a (2n −1)-state unary DFA with state set {0,1, . . . ,2n −2}, the initial state 0, the set of final
states {2n−1,2m−1 + 1, . . . ,2m − 2}, and transitions given by i · a = (i+ 1) mod 2m − 1. Then we can
add an unreachable final state to this DFA to get an equivalent 2n-state DFA with half of its states final.
Hence LR = L is accepted by an n-state AFA. As shown in [11, Lemma 4.2, Theorem 4.4], the minimal
DFA for K ∪L has 2m(2n − 1) states, of which more than 2m+n+1 are final. It follows that every AFA
for K ∪L has at least m+n+1 states.

By Proposition 13 and De Morgan’s laws, the complement of the languages described in the previous
proof are witnesses for intersection. The case of difference is analogous. The same languages give a
lower bound m+ n for symmetric difference on AFAs [11, Lemma 4.2] which is also an upper bound;
notice that the symmetric difference of two DFAs with half of their states final is accepted by a DFA with
half of its states final. Finally, exactly the same languages serve as witnesses for Boolean operations on
BFAs [11, Theorem 4.3].

In the unary case, the reverse of any language is the same language, and the right quotient is the same
as the left quotient of the corresponding languages. Moreover, we can show that the complexity of star,
concatenation, and square on unary BFAs is 2n,m+n, and n+1, respectively. It follows that whenever
we used a binary alphabet to describe witnesses for the corresponding operations on BFAs and AFAs, it
was always optimal.

The exact complexity of star, concatenation, and square on unary AFAs remains open since the
complexity of these operations on unary DFAs with half of their states final is not known. The complexity
of less common regular operations like shuffle, cyclic shift, or square root, would be of interest as well.
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