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Preface

Georgiana Caltais

University of Twente, The Netherlands

Cinzia Di Giusto

Université Côte d’Azur, France, CNRS, France

This volume contains the proceedings of EXPRESS/SOS 2024, the Combined 31th International

Workshop on Expressiveness in Concurrency (EXPRESS) and the 21th Workshop on Structural Opera-

tional Semantics (SOS).

The first edition of EXPRESS/SOS was held in 2012, when the EXPRESS and SOS communities

decided to organise an annual combined workshop bringing together researchers interested in the formal

semantics of systems and programming concepts, and in the expressiveness of computational models.

Since then, EXPRESS/SOS was held as one of the affiliated workshops of the International Conference

on Concurrency Theory (CONCUR). Following this tradition, EXPRESS/SOS 2024 was held affiliated

to CONCUR 2024, as part of CONFEST 2024, in Calgary, Canada.

The topics of interest for the EXPRESS/SOS workshop include:

• expressiveness and rigorous comparisons between models of computation;

• expressiveness and rigorous comparisons between programming languages and models;

• logics for concurrency; analysis techniques for concurrent systems;

• comparisons between structural operational semantics and other formal semantic approaches;

• applications and case studies of structural operational semantics;

• software tools that automate, or are based on, structural operational semantics.

This volume contains revised versions of the 5 full papers, selected by the Program Committee, as

well as the abstract of the invited presentation by Clément Aubert.

We would like to thank the authors of the submitted papers, the invited speaker, the members of the

program committee, and their subreviewers for their contribution to both the meeting and this volume.

We also thank the CONFEST 2024 organising committees for hosting the workshop. Finally, we would

like to thank our EPTCS editor Rob van Glabbeek for publishing these proceedings and his help during

the preparation.

Georgiana Caltais and Cinzia Di Giusto,

October 2024
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Reverse My Computation? But Why?

Clément Aubert

School of Computer and Cyber Sciences, Augusta University, Georgia, USA

A typical computer user knows the difference between what can be undone on a computer, and what

cannot. They may be familiar with the “undo” feature of text editors but understand the impossibility

of recovering an unsaved document after an emergency shutdown. Creating programs guaranteeing

that any action can be undone requires to design and implement reversible programming languages.

While such languages come with interesting built-in security features (because any past action can

be investigated), they also raise challenges when it comes to concurrency. Indeed, undoing an ac-

tion that involved synchronization between multiple actors requires all actors to agree to undo said

action. Process algebras offer an interesting frame to study reversible computation, and reciprocally.

Enriching process algebras such as CCS with memory, identifiers or keys, allowed to represent re-

versible computation, and in turn helped gained a finer understanding of causality, bisimulations,

and other “true concurrency” notions. This talk offers to briefly motivate the interests of reversible

computation, and to discuss the new lights it shed on process algebras.
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Functional Array Programming in an Extended Pi-Calculus

Hans Hüttel

Department of Computer Science, University of Copenhagen, Denmark (hans.huttel@di.ku.dk)

Lars Jensen

Department of Computer Science, Aalborg University, Denmark (larsdjand@gmail.com)

Chris Oliver Paulsen

Department of Computer Science, Aalborg University, Denmark (chris@coppm.xyz)

Julian Teule

Department of Computer Science, Aalborg University, Denmark (julian@jtle.dk)

We study the data-parallel language BUTF, inspired by the FUTHARK language for array program-

ming. We give a translation of BUTF into a version of the π-calculus with broadcasting and labeled

names. The translation is both complete and sound. Moreover, we propose a cost model by annotat-

ing translated BUTF processes. This is used for a complexity analysis of the translation.

1 Introduction

The FUTHARK programming language is a functional language whose goal is to abstract parallel array

operations by means of utilizing second order array combinators, such as map and reduce [10]. The

FUTHARK compiler then efficiently translates code into optimized code for the targeted hardware.

Parallel hardware, such as graphics processing units (GPUs), does not support arbitrary nesting of

parallel operations, nor arbitrarily large problem sizes, and the FUTHARK compiler therefore produces a

program for which the outermost levels of nested operations of a program are executed in parallel.

The GPU programs produced by the FUTHARK compiler are therefore limited by the physical con-

straints of the hardware in question, and it would thus be interesting to analyze FUTHARK programs in

the setting of an underlying parallel language without these limitations.

It is known that there exist sound translations of the λ -calculus and different reduction strategies

into the simple π-calculus [15, 19]. Milner was the first to provide such a translation [13] and Sangiorgi

extended his work [16, 17, 18]. These encodings identify the essence of how to implement a functional

programming language on a parallel architecture using references in the form of name-passing and the

ability to express arbitrary levels of nested concurrency and parallelism.

In this paper we use this work as the inspiration for a translation of a functional array programming

language which is a subset of FUTHARK into an extended π-calculus, Eπ . In Eπ we extend the setting

to one containing structured data [2, 5] and broadcasting, as these are central to the protocol used by

FUTHARK.

Our focus is on how to encode the array structure and a subset of second-order array operators

from FUTHARK into Eπ . For the proof of operational correspondence we use a coinductive approach

which lends itself well to expressing the correctness of our encoding. Our approach is inspired by that

of Amadio et al. [3] in that we distinguish between the “important” and “administrative” computation

steps. This also allows us to compare the cost of the translation to that of FUTHARK constructs.

http://dx.doi.org/10.4204/EPTCS.412.2
https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/
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2 A language for array programming

First we introduce BUTF and the process calculus Eπ that will be the target language of our translation.

2.1 Basic Untyped FUTHARK

Basic Untyped FUTHARK (BUTF) deals only with functional array computation and omits the module

system of FUTHARK. BUTF is thus a simple λ−calculus with arrays, tuples, and binary functions.

2.1.1 Expressions in BUTF

The formation rules of BUTF expressions are shown below.

e ::= b | x | [e1, . . . ,en] | e1[e2] | λx.e1 | e1 e2 | (e1, . . . ,en) | if e1 then e2 else e3

b ::= n | map | iota | size | ⊙
(1)

BUTF makes use of prefix application e1 e2. Constants are denoted as b, and are integer constants,

arithmetic operations ⊙ and the array operations described in Section 2.1.2. Arrays are denoted by

[e1, . . . ,en] and tuples are denoted by (e1, . . . ,en). The expression e1[e2] will evaluate to the place in the

array e1 whose index is the value of e2. To express a unary tuple, we use the notation (x,), while a empty

tuple is denoted as ().
BUTF is a call-by-value language whose values v ∈V are constants, function symbols and arrays and

tuples that contain values only.

v ::= b | [v1, . . .vn] | (v1, . . . ,vn)

The semantics of BUTF is given by the reduction relation →, and reductions are of the form e → e′.

Equation (2) shows the semantics of application is beta-reduction.

(λx.e) v → e{x 7→ v}
(2)

Arrays contain elements that can be arbitrary expressions. Equation (3) shows how each subexpression

in an array can take a reduction step. Fully evaluated expressions can be indexes with the index operator.

ei → e′i 1 ≤ i ≤ n

[e1, . . . ,ei, . . . ,en]→ [e1, . . . ,e
′
i, . . . ,en]

0 ≤ i ≤ n−1

[v1, . . . ,vn][i]→ vi+1

(3)

Lastly, we have the conditional structure that allows branching depending on the result of e1.

v 6= 0

if v then e2 else e3 → e2

v = 0

if v then e2 else e3 → e3
(4)

2.1.2 Array Operations

BUTF uses the array operations size, iota and map. These have been chosen since they can be used to

define other common array operators such as concat, reduce, and scan [12]. This allows us to simplify

the translation and the proof of its correctness.

The intended behaviour of the function constants is as follows. size receives a handle of an array and

returns its element count and iota creates an array of the size of its parameter with values equal to the

values’ index. The map function allows for applying a function to each element in an array.
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The reduction rules for the function constants are shown below. Notice that map is uncurried – it

cannot be partially applied. This eliminates the translation case of a partially applied map function.

map ((λx.e), [v1, . . . ,vn])→ [e{x 7→ v1}, . . . ,e{x 7→ vn}] (5)

size [v1, . . . ,vn]→ n iota n → [0,1,2, . . . ,n−1] (6)

2.2 Extended Pi-Calculus

The language used as the target for the translation is the Extended π-calculus (Eπ), presented in previous

work [12], and is based on the applied π-calculus presented by Abadi, Blanchet, and Fournet [1]. This

calculus is extended with broadcast communication as presented by Hüttel and Pratas [11] as well as

simple first order composite names based on [6].

2.2.1 Processes in Eπ

Processes are given by the formation rules below.

P ::= 0 | P|Q | !P | νa.P | A.P | •P | [M ⊲⊳ N]P, Q A ::= c〈~T 〉 | c(~x) | c:〈~T 〉

c ::= a | x | a · I | x · I I ::= n | x | all | tup | len

T ::= n | a | x | T ⊙T

(7)

T ranges over terms that can be sent on channels. These may be a number (n), a channel name (a), or

a variable (x). A term may also be a binary operation on two terms (T ⊙T ). These operations are as in

BUTF, except that one cannot use them on names. We let u range over the set of variables and names.

Processes P can be the empty process 0 which cannot reduce further, parallel composition (P | Q)

consisting of two processes in parallel, replication (!P) which constructs an unbounded number of process

P in parallel, and declaration of new names (νu.P), which restricts u to the scope of P. A process

[M ⊲⊳ N]P, Q is a conditional process where ⊲⊳∈ {<,>,=, 6=}. If M ⊲⊳ N, it proceeds as P and else as

Q. Actions A are output c〈~T 〉 and input c(~x); in c(~x).P, the variables ~x are bound in P. In νa.P, a is

bound in P. We let fn(P) and fv(P) denote the sets of free names and free variables in P. The process •P

denotes that P begins with an important computation step; this is explained in Section 2.2.2 and is used

in analyzing the complexity of our encoding.

Broadcasting in Eπ is denoted as c:〈~T 〉. It can send a vector of terms ~T over a channel c to multiple

processes in a single reduction, atomically. A channel name c can be a name (a) is a composite name

consisting of a name followed by an identifier I that can be either a number or a label. These labels are

used to distinguish between several different translation constructs. In particular, in the encoding, labels

describe if a reduction involves an entire array (all), the reduction of a tuple (tup) or the computation

of the length of an array (len).

2.2.2 Semantics

The structure of the semantics for Eπ is similar to that of the π-calculus, using a structural congruence

relation that identifies process expression with the same structure and a reduction relation.
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(COMM) C〈v〉.P |C(x).Q
τ
−→ P | Q{v/x} (BROAD) C:〈v〉.Q |C(x1).P1 | · · · | c(xn).Pn

:c
−→ Q | P1{v/x1} | · · · | Pn{v/xn}

(PAR)
P

τ
−→ P′

P | Q
τ
−→ P′ | Q

(B-PAR)
P

:c
−→ P′ Q 6↓c

P | Q
:c
−→ P′ | Q

(RES-1)
P

:c
−→ P′ c 6∈ {u,u · I}

νu.P
:c
−→ νu.P′

(RES-2)
P

:c
−→ P′ c ∈ {u,u · I}

νu.P
τ
−→ νu.P′

(STRUCT)
P

q
−→ P′

Q
q
−→ Q′

if P ≡ Q and P′ ≡ Q′ (THEN) [M ⊲⊳ N]P, Q
τ
−→ P if M ⊲⊳ N

(ELSE) [M ⊲⊳ N]P, Q
τ
−→ Q if M 6⊲⊳ N

Figure 2: The reduction rules of extended processes in Eπ . Here, q is either τ or some :b.

(ADM)
P

τ
−→ P′

P
◦
−→ P′

(NONADM)
P → P′

•P
•
−→ P′

(BOTH)
P

s
−→ P′ s ∈ {•,◦}

P → P′

Figure 3: Labeled semantics for important (
•
−→) and administrative reductions (

◦
−→) in Eπ .

(RENAME) P ≡ P′ by α-conversion (REPLICATE) !P ≡ P | !P

(PAR-0) P | 0 ≡ P (NEW-0) νn.0 ≡ 0

(PAR-A) P | (Q | R)≡ (P | Q) | R (NEW-A) νu.νv.P ≡ νv.νu.P

(PAR-B) P | Q ≡ Q | P (NEW-B) P | νu.Q ≡ νu.(P | Q)
when u 6∈ fv(P)∪ fn(P)

Figure 1: The structural congruence rules for the extended π calculus

The congruence rules shown in Fig. 1 are common for most π-calculi, and for a more detailed expla-

nation see previous work [13].

The transition labels τ and : c in Fig. 2 ensure that all parallel receivers of a broadcast are used in the

broadcast. A reduction arrow without a label, →, is used to denote an arbitrary reduction.

The semantics shown in Fig. 3 are used to distinguish between important and administrative reduc-

tions. This will be used in the translation to distinguish transitions which emulate a BUTF reduction, and

transitions which facilitate the translation.

2.2.3 Weak Bisimilarity

Our notion of semantic equivalence is called weak administrative barbed bisimilarity as is a form of

barbed congruence [14]. To define it, we use an observability predicate ↓α where α is a or a. If α〈b〉.P →
P then P ↓α . The definition (which involves broadcast) follows the structure of that of [15]. The arrows
◦
=⇒ and

•
=⇒ denote multiple transitions as follows.
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Definition 1. We define
s
=⇒ as follows for the label s ∈ {•,◦}.

s
=⇒ =

{

s = ◦
◦
−→

∗

s = •
◦
−→

∗ •
−→

In weak administrative barbed bisimilarity, important reductions in the one process must be matched

by important reductions in the other process.

Definition 2 (Weak Administrative Barbed Bisimulation). A symmetric relation R over processes is

called a weak administrative barbed bisimulation (wabb) if whenever (P,Q) ∈ R, the following holds

1. If P
•
−→ P′ then there exists a Q′ such that Q

•
=⇒ Q′ and (P′,Q′) ∈ R,

2. If P
◦
−→ P′ then Q

◦
=⇒ Q′ and (P′,Q′) ∈ R,

3. For all contexts C, (C[P],C[Q]) ∈ R,

4. For all prefixes α , if P ↓α then Q
◦
=⇒↓α .

We write P ≈̇a Q if there exists a weak administrative barbed bisimulation R such that (P,Q) ∈ R.

3 Translating BUTF to Eπ

The translation from BUTF into the extended π-calculus is very similar to the approach of Robin Milner

[13]. We use the same notation of JeKo for the translation of the BUTF expression e into a process

emitting the representation of the its value on the channel o. Our translation differs in that BUTF uses

not numbers but also arrays and the accompanying operators as values.

3.1 Translating the functional fragment

First, we define the translation of the part of BUTF that corresponds to an applied λ -calculus – numbers,

functions, and application, shown in Fig. 4. Numbers and variables are themselves already evaluated,

and they are thus sent directly on the out channel. With abstractions, we introduce a function channel f ,

which represents that abstraction. A replicated process is listening on f , waiting for other processes to

call it. An application consists of two subexpressions that must be evaluated before the function channel

and value can be extracted on the two inner o channels.

The translation has been annotated with • to ensure that transitions in BUTF are matched by a single

bullet. This can be seen in application, Je1 e2Ko, which requires a single
•
−→ before the function is called.

3.2 Tuples

Tuples are translated by evaluating all subexpressions in parallel and waiting for them all to return on

their out channels. These results are then all repeatedly sent on the h channel. Users of the tuple can read

the handle channel to get access to all the values.

Therefore tuple elements are sent on h · tup to ensure that the tuple can not be used in places that

expect arrays. By composing with the label tup, the array can only be accessed with this label and not

the array labels all and len.

J(e1, . . . ,en)Ko = νo1. . . . .νon.(Je1Ko1
| · · · | JenKon

| o1(v1). . . . .on(vn).νh.(!h ·tup〈v1, . . . ,vn〉 | o〈h〉))
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JxKo = o〈x〉

JnKo = o〈n〉

Jif e1 then e2 else e3Ko =

νo1.(Je1Ko1
| o1(v).• [v 6= 0] Je2Ko,Je3Ko)

Jλx.eKo = ν f .(o〈 f 〉 | ! f (x,r).JeKr)

Je1 e2Ko =

νo1.νo2.(Je1Ko1
| Je2Ko2

| o1( f ).o2(v).• f 〈v,o〉)

Figure 4: The translation for basic expressions.

3.3 Representing arrays

This section will cover how arrays can be represented in Eπ , and how this is used to translate BUTF

arrays. This approach represents each array element with a independent cell, which users communicate

with. Here the extensions in Eπ are very useful, because they allow addressing individual array cells, or

all at once.

3.3.1 Arrays

We have decided to represent arrays as a replicated process listening on some handle, much like how

functions are represented in the π-calculus. An array element is described by a cell process that listens

on a broadcast for a request for all elements and listens on the composed name handle · index for a

request for a specific element.

Cell(handle, index,value) = !handle ·all(r).r〈index,value〉 | !handle · index〈index,value〉

An array is a parallel composition of cells together with a single replicated sender that provides users

of the array with its length. This is accessed via h ·len. Notice how the different composed labels and

numbers, direct messages towards different listeners in the array.

J[e1, . . . ,en]Ko = νo1. . . . .νon.νh.(
n

∏
i=1

JeiKoi
| o1(v1). . . . .on(vn).(

n

∏
i=1

Cell(h, i−1,vi) | !h ·len〈n〉 | o〈h〉))

Also, notice how all subexpressions must return a value on their out channels, before the translation

creates the array and returns its handle.

Indexing is translated similarly to application, however here we compose the array handle h of the

first expression with the index of the second expression to request the result. The check [i ≥ 0] is added

to make it clear, that the program terminates if an attempt is made to index on a non-positive number.

Je1[e2]Ko = νo1.νo2.(Je1Ko1
| Je2Ko2

| o1(h).o2(i).• [i ≥ 0]h · i(i,v).o〈v〉,0)
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3.3.2 Array Operators

The translation of the size operator is simple, as the size of an array is sent on the handle channel by the

array.

Jsize e1Ko = νo1.(Je1Ko1
| o1(h).h ·len(n).o〈n〉)

In the translation of the iota function below, a process Repeat is created to send numbers 0 to n− 1

on the return channel r (in reverse, but that is not important). Once all numbers are sent it sends an empty

message on d to signal this. iota then creates an array in much the same way as usual, but by using the

Repeat process instead. Notice how we wait for the done signal by Repeat, before we return the result

on o, thus ensuring the call-by-value semantics of BUTF.

Repeat(s,r,d) =

νc.(!c(n).[n ≥ 0](r〈n−1,n−1〉 | c〈n−1〉),d〈〉 | c〈s〉)

Jiota e1Ko = νo1.νr.νh.(Je1Ko1
|

o1(n).Repeat(n,r,d) | !r(i,v).Cell(h, i,v) |

d().(!h ·len〈n〉) | o〈h〉)

A translation of map must extract the array values from the input array and then apply some given

function to all these values, before they are added back to a new array. A function and the arr handle

are extracted from the input tuple. The channel vals is set up such that all values on the array are sent

on it, followed by a replicated read on all the values. Each element of the output array is initialized after

receiving a signal on the count channel. This ensures that the done signal is only communicated after

each array Cell has been initialized. Once the done signal has been communicated, the output of the new

array handle can be sent on o. This ensures the call by value nature of BUTF. Finally, to ensure that func

is a function handle, we invoke it without ever reading the result. Otherwise the translation would allow

a non-function value when the array is empty.

Jmap e1Ko = νo1.νh′.(Je1Ko1
| o1(args).

args ·tup(func,h).h ·len(n).νvals.h ·all:〈vals〉.

νcount.(

Repeat(n,count,done) |

!vals(index,value).νr.func〈value,r〉.

r(v).count( , ).Cell(h′, index,v) |

νo′.func〈0,o′〉.•done().o〈h′〉 | !h′ ·len〈n〉))

4 Correctness Criteria

To be able to analyze the complexity and thus allowing us to reason about the translation, an annotated

step notation is introduced. This is inspired by the tick-notation used in [4]. Here, the • notation marks

the important transitions in Eπ that match a transition in BUTF.
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4.1 Well-Behavedness and Substitution

In the translation we consider four different kinds of channels: outputs (o ∈ Ω), handles (h ∈ Λ), signals

(d ∈ ∆), and collections (c ∈ Ψ).

In the following, we define U as building blocks for translated processes, use U as the set of all

possible U . The intention is that for any e there should exist a process P and o such that JeKo ≡P∧P∈U .

We define the formation rules for U as follows.

U ::= o(v).U | h(v,o).U | !h(v,o).U | h ·n(n,v).U |

h ·len(n).U | h ·tup(v1, . . . ).U | h ·all(c).U | !h ·all(c).U | h ·all:〈c〉.U |

c(n,v).U | !c(n,v).U | d().U | [n ≥ 0]U,0 | [v 6= 0]U,U |U |U | νa.U |

o〈v〉 | h〈v,o〉 | h ·n〈n,v〉 | !h ·n〈n,v〉 |

h ·len〈n〉 | !h ·len〈n〉 | h ·tup〈v1, . . . 〉 | !h ·tup〈v1, . . . 〉 |

c〈n,v〉 | d〈〉 | Repeat(n,c,d) | 0

(8)

Here, we consider o ∈ Ω, h ∈ Λ, d ∈ ∆, c ∈ Ψ, and a ∈ Ω∪Λ∪∆∪Ψ. The terms v,v1,v2, . . . are used

to signify numbers n or handles, and we use Θ for these. Therefore for channels o and h, it holds that

o〈h〉 ∈U , and o〈5〉 ∈U , while o〈o〉 6∈U .

Note that we use members of the sets above in name binding also, which is to signify which “type” of

term is expected to be received on the channel. For example in o(v).U for o ∈ Ω and v ∈ Θ, the variable

v might be present in the process U where it is used as a value assuming that what is sent on o is actually

in Θ. If the term t received on o is not in Θ, U {t/v} would also not be in U .

Lemma 1 ensures that any process U ∈ U continues to be well-behaved in regards to the translation

channels.

Lemma 1. For any process U it holds that if U → P′ and U is not observable on any channel, then

P′ ∈ U .

In BUTF function application is done by substituting a value into the function body. For numbers,

this is simple as the number simply gets substituted into the process. However, in the translated process,

the function, array, and tuple servers cannot be substituted into a process, and therefore, lie outside of it.

This creates a structural difference between JeKo and Je′Ko, which Theorem 1 shows that they still behave

the same under ≈̇a.

Theorem 1. For values e1 and arbitrary expressions e2, we have that

1. if e1 is a number (n) then Je2Ko {n/x} ≈̇a Je2{x := n}Ko for some o,

2. or if e1 is an abstraction, tuple, or array then νh.(Q | Je2Ko {h/x}) ≈̇a Je2{x := e1}Ko for some o.

Here, Q is Je1Ko after sending h on o, i.e. Je1Ko | o(x).P
•
=⇒ νh.(Q | P{h/x}).

Proof. 1. When JnK = o〈n〉 and JxK = o〈x〉, we have that o〈x〉{n/x}≈̇a o〈x〉{x := n}∧o〈x〉{x := n}=
o〈n〉. Thus o〈x〉{n/x} ≈̇a o〈n〉.

2. In the process Je2{x 7→ e1}Ko there can be different servers all of which stem from the translation

of e1. Each of these servers can have a number of usages, where a handle is communicated on to

access a specific server. We denote P = {P1, . . . ,Pn} as a collection of usages of these servers in

the translation, and therefore P ⊆ U . And Q = {Q1, . . . ,Qm} is a collection of servers, such that

for some Qi ∈ Q, Qi communicates on hi instead of h.
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Now we introduce the relation R, which relates processes with a single server channel with pro-

cesses where the same server channels is repeated for multiple handle channels. Here processes in

P are in a context and either communicate with a single Q on h (the left side), or with multiple

Q’s with multiple h’s (the right side). The function f : Q → P(P) takes a single Qi and returns

the uses of said Q, these uses Pi normally use the channel h, but have to be substituted to use hi.

R = {(K[νh.νA .(Q | ∏
Pi∈P

Pi |U)],K[νh1. . . .νhm.νA .

( ∏
Qi∈Q

Qi | ∏
Ql∈Q

∏
Pi∈ f (Ql)

Pi{hl/h} |U)]) |

U 6↓h ∧∀i ∈ [1..n].U ↓hi
∧

⋃

Qi∈Q

f (Qi) = P

∧∀Qi,Q j ∈ Q. f (Qi)∩ f (Q j) =∅∧∀a.((νA .U) 6↓ a)

}

(9)

Now we show that R is a WABB, by considering the transitions each side can take. First, consider

when the left transitions, and identify four cases.

(a) For an internal communication of the form K[0]→ K′[0], we can use the same K′ on the right

side, and show that the new pair is in R.

(b) For an internal communication in U of the form U →U ′ we might introduce a new process

P or Q in U , which can be moved out of U ′ such that U ′ 6↓h. We can match this transition on

the right side, and through ≡ the pair is still in R.

(c) A Pi communicates with Q on the channel h.

Pi | Q → Q | S

We consider the different forms which Q an take, depending on whether e1 is an abstraction,

tuple, or array.

i. If e1 = λx.eb, then Q takes the form shown below.

Q = !h(x,r).JebKr

Given that Pi communicated with Q, means that Pi = h〈x,r〉.S′, where S′ is some arbitrary

process. This communication will therefore uncover S and spawn JebKr. Similarly to the

first case, we can find a new U ′, and P ′, such that U ′ does not contain h. Then the

following holds.

Q | ∏
Pi∈P

Pi |U → Q | ∏
Pi∈P ′

Pi |U ′

With the right side, the same transition can be taken by Pi{hl/h} on the channel hl with

the server Ql . Here, we can find a new Q′ such that the pair resulting from the two

transitions is in R.

ii. If e1 = (e1,1, . . . ,e1,o), then Q is as follows for some T1 to To

Q = !h · (−1)〈T1, . . . ,To〉

The proof proceeds as in the case of abstraction, except that now Q will not spawn any

new processes.
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iii. If e1 = [e1,1, . . . ,e1,o]. Here, Q will be as follows for terms T1 to To.

Q = ∏
i∈1..o

(!h ·all(r).r〈Ti〉 | !h · i〈Ti〉) | !h〈o〉

Because Q is a collection of parallel replicated sends and receives, it acts in much the

same way as in the case of tuples. We can therefore follow the same reasoning as in the

previous cases.

We know that no other cases exists for the transition, given that Q and Pi cannot communicate with

either U or K, given that these processes do not contain h.

We now consider then the right side of a pair in R transitions, and again identify four cases

(a) Internal communication in K, which is similar to case (2) above.

(b) Internal communication in U, which is similar to case (3) above.

(c) A Pi{h j/h} communicates with a Q j on a channel hm.

Pi{h j/h}|Q j → Q | S

We only consider the case when e1 = λx.eb, as the other cases easily follow.

In this case Q j will again take the form shown below.

Q j = !h j(x,r).JebKr

Like in case (4) above, we can construct new U ′ and P ′ to accommodate the new processes

after the reduction.

Finally, we must show that the pair below is in R.

(νh.(Q | Je2Ko {h/x}),Je2{x := e1}Ko)

In e2 a number of uses of the variable x exists. In the translation Je2Ko, each of these usages of x

have been replaced by o′〈x〉 ∈U . In e2{x := e1} each of the x’es have been replaced by the whole

of e1, and the translation Je2{x := e1}Ko then contains multiple instances of Je1Ko′ for some output

channel o′. Each of these instances has the form Je1Ko′ = νh.(Q | o′〈h〉).

We know that both Je2Ko {h/x} and Je2{x 7→ e1}Ko are in U , and we can match them to a pair in R

by structural congruence.

4.2 Operational Correspondence

We consider the translation to be correct when it preserves the reduction sequence and the result of the

program. To do this, we define an operational correspondence, which ensures translation correctness.

Definition 3 (Administrative Operational Correspondence). Let R be a binary relation between an ex-

pression and a process. Then R is an administrative operational correspondence if ∀(e,P) ∈ R it holds

that

1. if e → e′ then there ∃P′ such that P
•
=⇒ ≈̇aP′ and (e′,P′) ∈ R, and

2. if P
•
=⇒ P′ then there ∃e′,Q such that e → e′, Q ≈̇a P′, and (e′,Q) ∈ R.
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We denote e ≷ok P if there exists an operational correspondence relation R such that (e,P) ∈ R.

This definition achieves soundness by guaranteeing that all reductions that happen in a BUTF pro-

gram e can be matched by a sequence of reductions in the corresponding Eπ process P. The completeness

is ensured by requiring that for any important reduction P
•
=⇒ P′ where e ≷ok P, we have that e can evolve

to some e′ for which there exists some Q where e′ ≷ok Q and Q is bisimilar to P′.

We will now attempt to prove administrative operational correspondence for BUTF and Eπ . The

lemma below is used to identify the possible reduction cases when P is contained within a context, and

is usefully for simplifying program behavior.

Lemma 2. For any P and C, if Q exists such that C[P]
s
−→ Q, then one of the following holds:

1. C reduces alone, thus Q =C′[P] with context C′ such that C[0]
s
−→C′[0],

2. P reduces alone, thus Q =C[P′] with P
s
−→ P′, and

3. C and P interact, thus Q = C′[P′] for P′ and C′ such that O exists where O | P
s
−→ O′ | P′, C[P]

s
−→

C′[P′], and C[P]≡ ν~a.(O | P).

The first step to prove the operational correspondence, is proving that values always send on o. This

is shown in the following lemma.

Lemma 3. Let e be a value. Then ∃P.JeKo
◦
−→ P∧P ↓o.

Proof. We let D(e) denote the depth of e and proceed by induction on D(e). If e is a number or an

abstraction, then D(e) = 0. However, if e is a tuple or array with elements e0 to em, then D(e) =
maxi∈[0..m](D(ei)) + 1. By induction on D(e) we show that the lemma holds for all e. In the base

case D(e) = 0, and thus e is either a number or abstraction. From the translation of a number or an

abstraction, we know that JeKo ↓o, which is consistent with the lemma for e. In the inductive case, where

D(e)> 0, e must be either a tuple or array with elements e0 to em. Here, the lemma holds for all e′ where

D(e′) < D(e), and in extension e0 to en. If e is a tuple, then we can take reductions such that Je0Ko0
to

JemKom
, all send on channels o0, . . . ,om. Then o〈h〉 is unguarded. For array, after it has sent on channels

o0 to om, it can then receive on done because it has sent m+1 values. Then o〈handle〉 is unguarded.

The proofs of the next two lemmas can be found in [12]. The first lemma is used to remove the no

longer used parts of the program and thus allows for a simple garbage collection.

Lemma 4. If P ≈̇a 0, then for all Q it holds P | Q ≈̇a Q.

The second lemma is the converse of Lemma 3. It tells us that if the encoding of a BUTF expression

e is eventually able to output on the o name, then e is a value.

Lemma 5. If for some expression e, ∃P.JeKo
◦
=⇒ P∧P ↓o then e ∈ V .

We now construct an administrative operational correspondence whose pairs consist of BUTF pro-

grams and their corresponding translations.

Theorem 2. For any BUTF program e and fresh name o we have that e ≷ok JeKo.

Proof. Let B be the set of all BUTF programs and let R be the relation R = {(e,JeKo) | e ∈ B,o fresh}.

We show that R is an administrative operational correspondence.

We only consider pairs where e → e′ and where JeKo contains •. By extension of this, we are not

considering values.
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Array e = [e1, . . . ,en] Let us first consider that e → e′, and from the BUTF semantics, we know that

there must exist an i such that ei → e′i. Here, JeKo contains νoi.(JeiKoi
). We assume that (ei,JeiKo)∈R, and

therefore we know that JeiKoi

◦
=⇒

•
−→ Q such that Q ≈̇a Je′iKoi

. Let P be the process JeKo with the subprocess

JeiKoi
replaced by Q. In that JeiKoi

is unguarded in JeKo, we know that JeKo
◦
=⇒

•
−→ P, and that P ≈̇a Je′Ko.

Vice versa, we show that if JeKo
◦
=⇒

•
−→ P, then P ≈̇a Je′Ko where e → e′. Given that the translation of

array does not have •, the important reduction must happen inside JeiKoi
. The translation ensures that

JeiKoi
can only be observed on oi, and therefore the different JeiKoi

cannot reduce together. We know that

there exists a j, such that the important reduction occurs in Je jKo j
, and because (e j,Je jKo) ∈ R, we know

that Je jKo j

◦
=⇒

•
−→ Q for some Q and e′j where Q ≈̇a Je′jKo j

and e j → e′j. We can then select e′ as e where

e j has been replaced by e′j, and then P ≈̇a Je′Ko. This is because P and Je′Ko only differ by administrative

reduction (for example in some other JeiKoi
for i 6= j).

Tuple e = (e1, . . . ,en) Follows from the same argument as Array.

Indexing e = e1[e2] Operational correspondence requires that if e → e′ then JeKo
•
=⇒ P such that P ≈̇a

Je′K. The translation of indexing is defined as seen below.

Je1[e2]K = νo1.νo2.(Je1Ko1
| Je2Ko2

| o1(h).o2(i).• [i ≥ 0] h · i(i,v).o〈v〉,0)
(10)

There are three rules for indexing in BUTF which we shall call (E-INDEX, E-INDEX-1, and E-INDEX-

2). On the other hand, in Eπ , there is the translation for the array (Je1Ko1
) and the expression to define the

desired index (Je2Ko2
). The E-INDEX-1/2 rules are used to evaluate sub-expressions e1 and e2. Because

(e1,Je1K0) ∈ R, if e1[e2] → e′1[e2] then Je1Ko1

•
=⇒ ≈̇aJe′1Ko1

. Then because Je1Ko1
is unguarded in JeKo,

Eq. (11) holds.

JeKo
•
=⇒ ≈̇a νo1.νo2.(Je′1Ko1

| Je2Ko2
|

o1(h).o2(i).• [i ≥ 0] h · i(v).o〈v〉,0) = Je′Ko

(11)

The same has to hold for e2. These must be assumed to hold if all other cases are operationally corre-

spondent since e1 and e2 are in R.

The actual indexing operation (E-INDEX) is also relevant here. Here, we know that if v1[v2] → v3

then we have to have the corresponding operation Jv1[v2]Ko
•
=⇒≈̇aJv3Ko. Because e → e′ by E-INDEX, we

know that e1 is an array of length m and e2 is an integer less than m. With the translation νo1.νo2.(Je1Ko1
|

Je2Ko2
| o1(h).o2(i). • [i ≥ 0] h · i(v).o〈v〉) we know that they are ready to send on their o after some

administrative reductions channels by Lemma 3. The translation thus proceeds to send the handle of the

array via o1 and the value is sent on o2. These are administrative reduction and are thus covered by the
◦
=⇒ reductions.

This reduces the program down to νh.(Qh | • [i > 0] h · i(v).o〈v〉), where Qh is the leftovers from the

array Je1Ko1
and i is the index from e2. Next, we have the if statement together with •, which is defined

as an important reduction, and is expressed by the
•
−→ arrow: . . .

•
−→ νo1.νo2.(Qh | h · i(v).o〈v′〉). Lastly,

the value is received internally as v′ and returned along the out-channel (o). The still existing array Qh

can now be garbage collected by Lemma 4.

We must also show that if JeKo
◦
=⇒

•
−→ P then we can find e′ such that P ≈̇a Je′Ko and e → e′. The

important reduction can either happen inside either Je1Ko1
or Je2Ko2

(very similar to array), or before the

index check. In the first case, we can find a e′ much like in arrays. In the latter case, we know that e2 and
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i are integers that are greater or equal to zero and that some process is listening on h · i. This is only the

case if e2 is an array of size larger than i. With this, we know that e → by E-INDEX.

Application e := e1 e2 There are two cases for which e→ e′. One case is when the subexpressions e1 or

e2 can reduce. In that Je1Ko1
and Je2Ko2

appear unguarded in JeKo and since {(e1,Je1Ko),(e2,Je2Ko)} ⊆ R,

we know that JeKo can match
◦
=⇒

•
−→ ≈̇a.

The second case is when e1 6→ ∧ e2 6→. Here, E-BETA can take an important reduction. These are

matched by the translation of application.

νo1.νo2.(Je1Ko1
| Je2Ko2

| o1( f ).o2(x).• f 〈x,o〉)
◦
=⇒

νo1.νo2.(ν f ′.o1〈 f ′〉.(! f ′(x,r).JebKr) |

νv.(o2〈v〉 | S) | o1( f ).o2(x).• f 〈x,o〉)
◦
=⇒

νv.ν f ′.(! f ′(x,r).JebKr | • f ′〈v,o〉) | S
•
−→

ν f ′.(! f ′(x,r).JebKr) | νv.(Fo | S) ≈̇a

νv.(Fo | S)

First, the expressions are evaluated to values such that they are ready to send on the out-channels. This

results in a guarded replicated function server for e1 and a value ready to be sent for e2. Afterward, the

administrative reductions, in the form of communicating along the out-channels, are performed.

We know that e1 is an abstraction, λx.eb, and therefore Je1Ko1
= ν f .(! f (x,r).JebKr | o1〈 f 〉). Also

note that S is the process needed to maintain value v, i.e. Je2Ko2
≈̇a νa.(S | o2〈v〉) such that S is only

observable on a or a.

After the two subprocesses have sent their value on o, we can send on f ′ which is marked by a •. By

sending (v,o) an instance of JebKr is unguarded, where the name of the return channel is substituted with

the name of the out-channel (o) together with the value (v).

We let Fo denote the function body JebKr with the return channel o and the value of Je2Ko2
, ie. Fo =

JebKo {v/x}. Fo corresponds to the translation of e′ = eb{x := e1} by Theorem 1, and thus JeKo
◦
=⇒

•
−→

≈̇aJe′Ko.

If JeKo
◦
=⇒

•
−→ P then we must show that e′ exists such that P≈̇a Je′Ko and e → e′. Like with arrays, if

•
−→

happens entirely inside either Je1Ko1
or Je2Ko2

then, we can select e′ = e′1 e2 or e′ = e1 e′2. If
•
−→ happens

when sending on f , then both Je1Ko1
and Je2Ko2

can send on o after some administrative reductions.

Therefore by Lemma 5 e1 and e2 must be values. Also Je1Ko1
must send the name of a function channel

on o1 and therefore we know that e1 = λx.eb or e1 = λ p.eb. Therefore by E-BETA we have e → e′ where

e′ = eb{p := e2}.

Conditional e = if e1 then e2 else e3

The translation for e is as seen below.

νo1.(Je1Ko1
| o1(v).[v 6= 0] Je2Ko,Je3Ko)

We know that any reduction done by e1, can be matched by Je1Ko1
since Je1Ko1

is unguarded and

(e1,Je1Ko) ∈ R. Once e1 is done and can send some term (M) on o1, there is only one reduction left.

This reduction reduces [M 6= 0] Je2Ko,Je3Ko to either Je2Ko or Je3Ko. Since e → and e1 6→, e1 must be a

value, and thus either E-IF-TRUE is matched and Eq. (12) or E-IF-FALSE is matched and Eq. (13).

[M 6= 0] Je2Ko,Je3Ko
•
−→ Je2Ko (12)
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[M 6= 0] Je2Ko,Je3Ko
•
−→ Je3Ko (13)

In the other case when JeKo
•
=⇒ P, we can show that e′ exists such that P ≈̇a e′ and e → e′, in much the

same way as with name binding.

Map e =map e1 First we consider the case where e → e′. Like in previous cases, we have can match

transitions to the e1 subexpression with the unguarded Je1Ko1
in JeKo.

This leaves us with the case where e1 is the tuple ((λx.eb), [v1, . . . ,vn]), such that the map transition

can occur. Then e′ becomes the following.

e′ = [eb{x 7→ v1}, . . . ,eb{x 7→ vn}]

We can then see that Jmap e1Ko only differs from Je′Ko by some additional administrative reductions.

These happen when the tuple is unpacked, and when each function/substitution is done before the Cell.

We follow the same argument to state that JeKo
•
=⇒ ≈̇aJe′Ko.

Additional if JeKo
•
=⇒ P′ then we must be able to find e′ such that P′ ≈̇a Je′Ko. We know that P′ must

have taken transition •done〈〉, meaning e1 is a tuple value due to o1 and args ·tup requiring an receive

action. We also know that the tuple must contain an array in the second parameter, and due to the dummy

send on func, that the first is a function. Then e = (λx.eb, [v1, . . . ,vn]) and e′ can be set as follows.

e′ = [eb{x 7→ v1}, . . .eb{x 7→ vn}]

Size e = size e1 Follows same argument as the map case.

Iota e = iota e1 Follows same argument as the map case.

5 Work and Span Analysis

To compare the work (W) and span (S) with those of Futhark we carry out an analysis on the translation

of BUTF into Eπ . We define work as the actual instructions that happen and span as the depth of

parallel instructions. Our cost model is based on the number of •-marked reductions encountered which

were placed earlier to facilitate operational correspondence. We find this definition of work useful, but

can also see that this definition and the • placements is arbitrary when using it to define work. With

this definition, we want to illustrate a way that a translation can be analyzed, despite being two very

different paradigms in terms of their executions. This means that we for example assume that sending

and receiving variables is “free” (◦). In our comparison, work and span costs in FUTHARK are taken

from the FUTHARK website[8]. The notion of span is the more interesting of the two, given the potential

for parallelization in Eπ .

The first thing to note is that the values in FUTHARK have a cost and span of O(1), compared to

the O(0) in the translation, which could indicate an unacknowledged cost in the translation. For arrays

and tuples, an improvement in span can be seen as Eπ allows for a full concurrent evaluation of the

expressions inside them. So instead of span being S(e1)+ · · ·+S(en) it becomes S(max(ei)). The work

performed stays the same.

For application, when handling more than one variable the translation makes use of a tuple input,

which then allows for multiple simultaneous bindings. This can also be done in FUTHARK and the costs

are the same for both span and work.

iota involves lower work and span in the translation, as here only the evaluation of the sub-expression

has a cost. However, the difference in span compared to that of FUTHARK is only the absence of a single
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Construct Work Span

JxKo O(0) O(0)
JvKo O(0) O(0)
Jif(. . . )Ko O(1+W(Je1Ko)+max(W (Je2Ko),W (Je3Ko))) O(1+ S(Je1Ko)+max(S(Je2Ko),S(Je3Ko)))
Jλ x.eKo O(0) O(0)
Je1 e2Ko O(1+Wf (Je1Ko)+W(Je2Ko)) O(1+ S f (Je1Ko)+ S(Je2Ko))
Array O(∑n

i=1(W (JeiKo))) O(S(max(JeiKo)))
Tuple O(∑n

i=1(W (JeiKo))) O(S(max(JeiKo)))
Je1[e2]Ko O(1+W(Je1Ko)+W(Je2Ko)) O(1+max(S(Je1Ko),S(Je2Ko))
Jsize e1Ko O(W (Je1Ko)) O(S(Je1Ko))
Jiota e1Ko O(W (Je1Ko)) O(S(Je1Ko))
Jmap e1Ko O(Wa(Je1Ko)+Wf (Je1Ko)∗ n) O(Sa(Je1Ko)+ S f (Je1Ko))

Table 1: The different complexities of translated expressions, measured by the number of • reductions.

constant. The cost of map is the same in both languages, as FUTHARK also all handles all the array

members in parallel. reduce can be expressed using map, iota, and size, keeping the asymptotic work

and span complexity of O(n) and O(log(n)) respectively that FUTHARK has.

6 Conclusion

In this paper we have presented the BUTF language, a λ -calculus with parallel arrays inspired by the

FUTHARK programming language, and we show a translation of BUTF into Eπ , a variant of π-calculus

that uses polyadic communication and broadcast.

Our translation extends the translation from the λ -calculus to the π-calculus due to Milner et al. with

the notion of arrays and involves defining the usual operations on arrays in a process calculus setting.

Our proof of correctness uses a coinductively defined notion of operational correspondence. While we

proof that the translation is correct in regards to operational correspondence, we do not show that the

translation is fully abstract, or that translated programs diverge.

We present a cost model for our version of the π-calculus in the form of a classification of reductions

– they can be either important or administrative. A cost analysis was performed for the translation to Eπ ,

and its results were compared with the cost for FUTHARK’s language constructs. This comparison shows

that the map and reduce operations in FUTHARK are similar to the fully parallel ones shown here.

Eπ uses broadcasting; while this allows us to have a concise approach that has no counterpart in the

λ -calculus or general purpose computer instructions means that it might not represent actual possible

performance in the computers which FUTHARK targets. Having broadcast in Eπ makes it rather simple

to implement array indexing. It would be interesting to consider an array structure without the use

of broadcast. Here, one must take into account the result due to Ene and Muntean [7] that broadcast

communication is more expressive than point-to-point communication.

Our translation is not typed; the next step will be to introduce a type system in BUTF and Eπ , and

extend the translation to also translate types. Binary session types [9] would be a natural candidate to

ensure that the channels in the translation follow a particular protocol.

Furthermore, it is of interest to validate if the translation can be done in the standard π-calculus

without broadcast and composite names. This would make it possible to relate the translation with other

work in the π-calculus domain. Broadcasting and composed names as primitives in Eπ might also be

unrealistic, when considering Eπ as an abstraction for real world hardware.
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We revisit the problem of synchronisability for communicating automata, i.e., whether the language

of send messages for an asynchronous system is the same as the language of send messages with

a synchronous communication. The un/decidability of the problem depends on the specific asyn-

chronous semantics considered as well as the topology (the communication flow) of the system.

Synchronisability is known to be undecidable under the peer-to-peer semantics, while it is still an

open problem for mailbox communication. The problem was shown to be decidable for ring topolo-

gies. In this paper, we show that when generalising to automata with accepting states, synchronis-

ability is undecidable under the mailbox semantics, this result is obtained by resorting to the Post

Correspondence problem. In an attempt to solve the specific problem where all states are accepting,

we also show that synchronisability is decidable for tree topologies (where, as well as for rings, peer-

to-peer coincides with mailbox semantics). We also discuss synchronisability for multitrees in the

mailbox setting.

1 Introduction

Communicating automata [4], i.e., a network of finite state automata (the participants) where transitions

can be interpreted as sending or receiving actions, are a common way to model communication protocols.

This model allows to consider systems exchanging messages in either a synchronous or asynchronous

way. While in the former case communication happens simultaneously, in the latter, messages are sent

to buffers where they wait until they are received by other participants. Several semantics have been

proposed in the literature, e.g., [5, 6, 7]. Nonetheless, the two most prominent ones are peer-to-peer (P2P)

communication (where between each pair of participants there are two FIFO buffers, one per direction of

communication) and mailbox communication (where each participant has its own FIFO buffer that stores

all received messages, whatever the sender). P2P is more generally found in channel-based languages

(e.g., Go, Rust), while mailbox is more common on actor languages such as Erlang or Elixir.

From the expressiveness point of view, when considering asynchronous communicating automata,

Turing machines can be encoded with two participants and two FIFO buffers only [4]. On the other

side of the spectrum, synchronous systems are equivalent to finite state automata. In order to fill the gap

between these two extremes and recover some decidability, several approaches have been considered to

approximate the synchronous behaviour. Results can be classified into two main families of systems.

In the first one, asynchronous behaviours are limited by bounding the size of buffers. While in the

second, asynchronous behaviours are bounded by only considering systems where all the executions

can be related (up to different equivalence relations) to synchronous executions. Some examples of the

first family are existentially (∃) and universally (∀) B-bounded systems [11]. A system is universally

B-bounded if all its executions are B-bounded, i.e., can be made with buffers of size B, and existentially

B-bounded if all its executions are causally equivalent to a B-bounded one. If a system is ∃/∀-B-bounded,

model checking problems (i.e., checking whether a configuration is reachable or more generally whether

a monadic second order formula is satisfied) turn out to be decidable. Unfortunately deciding whether

a given system is ∃/∀-B-bounded, when B is unknown is undecidable for P2P [13] and mailbox [2].

http://dx.doi.org/10.4204/EPTCS.412.3
https://creativecommons.org
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Instead, as an example of the second family, in [3], the authors define the class of k-synchronisable

systems, which requires that any execution is causally equivalent to an execution that can be divided

into slices of k messages, where all the sending must be done before the receiving. In these systems,

the reachability of a configuration is decidable. Moreover, deciding whether a given P2P system is k-

synchronisable is decidable [3], and the same for a given mailbox system [8]. It is also decidable whether

there exists a k such that a given mailbox system is k-synchronisable [12].

The causal equivalence relation [8] derives from the happened before relation [14], which ensures

that actions are performed in the same order, from the point of view of each participant. It allows to

compare and group executions into classes. In [1], the authors define a different notion of synchro-

nisability, which does not rely on causal equivalence, but on send traces (the projection of executions

onto send actions). A system is synchronisable if each asynchronous execution has the same send trace

as a synchronous execution of the system. This differs from k-synchronisability, since actions may be

performed in a different order by a participant, and the class of k-synchronisable systems and the one

of synchronisable systems are incomparable. Synchronisability of a system implies that reachability is

decidable in it. A way of checking if a system is synchronisable (for P2P and mailbox) was proposed

in [1]: the authors claimed that if the set of synchronous send traces is equal to the set of 1-bounded

send traces, then the system is synchronisable. The claim is actually false, as shown in [9]. The authors

provide two counterexamples showing that the method is faulty for both P2P and mailbox. The coun-

terexamples in [9] expose cases where the set of 2-bounded send traces contains traces that do not exist

in the set of 1-bounded send traces, while the latter are identical to the set of synchronous send traces.

Moreover, checking synchronisability of a system communicating with a P2P architecture, is shown to

be undecidable in [9, Theorem 3], while the problem remains open for mailbox systems.

Contributions. In this paper we start answering this last question. In a first attempt to assess the

problem, we relax one of the hypothesis in [9] and consider the general case of communicating automata

with final accepting states. This allows us to code the Post Correspondence Problem into our formalism

and thus prove undecidability of what we call the Generalised Synchronisability Problem. Final states

are a key ingredient in the proof which cannot be adapted to the case without accepting states (or said

otherwise where all states are accepting).

To understand where the expressiveness of the problem lies, we started considering how different

topologies of communication –i.e., the underlining structure of exchanges– affects the decidability of

the Synchronisability Problem. Our first step generalises another result of [9], where it was shown that

Synchronisability Problem is decidable for oriented ring topologies, [9, Theorem 11]. Here, we consider

trees and show that the Synchronisability Problem is decidable. The result is obtained by showing that

the language of buffers is regular and can be computed. We believe that our algorithm can be extended

to multitrees (which are acyclic graphs where among each pair of nodes there is a single path). Notice

that our approach is more direct than the one in [1]. Instead of comparing (regular) sets of send traces

we directly analyse the content of buffers

Outline. The paper is organised as follows: Section 2 introduces the necessary terminology. The first

undecidability result is given in Section 3, while Section 4 discuss the decidability of synchronisability

for tree topologies. Finally, Section 5 concludes with some perspectives.
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2 Preliminaries

For a finite set Σ, a word w = a1a2 . . .an ∈ Σ∗ is a finite sequence of symbols, such that ai ∈ Σ, for all

1 ≤ i ≤ n. The concatenation of two words w1 and w2 is denoted w1 ·w2, |w| denotes the length of w, and

ε denotes the empty word. We assume some familiarity with non-deterministic finite state automata, and

we write L (A) for the language accepted by automaton A.

A communicating automaton is a finite state machine that performs actions of two kinds: either sends

or receives. A network of communicating automata, or simply network, is the parallel composition of

a finite set P of participants that exchange messages. We consider a finite set of messages M. Each

message in M consists of a sender, a receiver, and some finite information. We denote ap→q ∈ M the

message sent from peer p to q with payload a, p 6= q, i.e., a peer can not send/receive messages to/from

itself. An action is the send !m or the reception ?m of a message m ∈M. We denote the set of actions for

peer p Actp = {!ap→q,?aq→p | ap→q ∈M∧ q ∈ P} and SActp = {!ap→q | ap→q ∈M∧ q ∈ P} the set of

sends from p.

Definition 2.1 (Network of communicating automata). N =((Ap)p∈P,M) is a network of communicating

automata, where:

1. for each p ∈ P, Ap = (Sp,s
p
0 ,M,→p,Fp) is a communicating automaton with Sp is a finite set of

states, s
p
0 ∈ Sp the initial state, →p ⊆ Sp ×Actp × Sp is a transition relation, and Fp a set of final

states and

2. for each m ∈M, there are p ∈ P and s1,s2 ∈ Sp such that (s1, !m,s2) ∈→p or (s1,?m,s2) ∈→p.

The topology of a system is a graph with arrows from senders to receivers.

Definition 2.2 (Topology). Let N =((Ap)p∈P,M) be a network of communicating automata. Its topology

is an oriented graph G(N) = (V,E), where V = {p | p ∈ P} and E = {(p,q) | ∃ap→q ∈M}.

Let P
p
send (resp. P

p
rec) be the set of participants sending to (resp. receiving from) p.

Different semantics can be considered for the same network depending on the communication mech-

anism. A system is a network together with a communication mechanism, denoted Ncom . It can com-

municate synchronously or asynchronously. In a synchronous system, each message sent is immediately

received, i.e., the communication exchange cannot be decoupled. In an asynchronous communication in-

stead, messages are stored in a memory. Here we only consider FIFO (First In First Out) buffers, which

can be bounded or unbounded. Summing up, we deal with:

• Synchronous (sync): there is no buffer in the system, messages are immediately received when

they are sent;

• P2P (p2p): there is a buffer for each pair of peers and direction of communication (n× (n− 1)
buffers), where one element of the pair is the sender and the other is the receiver;

• Mailbox (mbox): there are as many buffers as peers, each peer receives all its messages in a unique

buffer, no matter the sender.

We use configurations to describe the state of a system and its buffers.

Definition 2.3 (Configuration). Let N =
(

(Ap)p∈P,M
)

be a network. A sync configuration (respectively

a p2p configuration, or a mbox configuration) is a tuple C =
(

(sp)p∈P,B
)

such that:

• sp is a state of automaton Ap, for all p ∈ P

• B is a set of buffers whose content is a word over M with:
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– an empty tuple for a sync configuration,

– a tuple (b12, . . . ,bn(n−1)) for a p2p configuration, and

– a tuple (b1, . . . ,bn) for an mbox configuration.

We write ε to denote an empty buffer, and B
/0 to denote that all buffers are empty. We write B{bi/b}

for the tuple of buffers B, where bi is substituted with b. We denote C the set of all configurations,

C0 =
(

(sp
0)p∈P,B

/0
)

is the initial configuration, and CF ⊆ C is the set of final configurations, where

sp ∈ Fp for all participant p ∈ P.

We describe the behaviour of a system with runs. A run is a sequence of transitions starting from an

initial configuration C0. Let com ∈ {sync, p2p, mbox} be the type of communication. We define −−→
com

∗

as the transitive reflexive closure of −−→
com

.

In order to simplify the definitions of executions and traces (given in what follows) and without loss

of generality, we choose to label the transition with the sending message !ap→q.

In a synchronous communication, we consider that the send and the receive of a message have done

at the same time, i.e., the synchronous relation sync-send merges these two actions.

Definition 2.4 (Synchronous system). Let N =
(

(Ap)p∈P,M
)

be a network. The synchronous system

Nsync associated with N is the smallest binary relation −−−→
sync

over sync-configurations such that:

sp !ap→q

−−−→p s′
p

sq ?ap→q

−−−→q s′
q

(sync-send)
(

(s1, . . . ,sp, . . . ,sq, . . . ,sn),B /0
) !ap→q

−−−→
sync

(

(s1, . . . ,s′p, . . . ,s′q, . . . ,sn),B /0
)

Definition 2.5 (Peer-to-peer system). Let N =
(

(Ap)p∈P,M
)

be a network. The peer-to-peer system

Np2p associated with N is the least binary relation −−→
p2p

over p2p configurations such that for each

configuration C =
(

(sp)p∈P,B
)

, we have B= (bpq)p6=q∈P, with bpq ∈ M
∗, and −−→

p2p
is the least transition

induced by:

sp !ap→q

−−−→p s′
p

(p2p-send)
(

(s1, . . . ,sp, . . . ,sn),B
) !ap→q

−−−→
p2p

(

(s1, . . . ,s′p, . . . ,sn),B{bpq/bpq ·a}
)

sq ?ap→q

−−−→q s′
q

bpq = a ·b′pq
(p2p-rec)

(

(s1, . . . ,sq, . . . ,sn),B
) ?ap→q

−−−→
p2p

(

(s1, . . . ,s′q, . . . ,sn),B{bpq/b′pq}
)

Definition 2.6 (Mailbox system). Let N =
(

(Ap)p∈P,M
)

be a network. The mailbox system Nmbox

associated with N is the smallest binary relation −−−→
mbox

over mbox-configurations such that for each

configuration C =
(

(sp)p∈P,B
)

, we have B= (bp)p∈P and −−−→
mbox

is the smallest transition such that:

sp !ap→q

−−−→p s′
p

(mbox-send)
(

(s1, . . . ,sp, . . . ,sn),B
) !ap→q

−−−→
mbox

(

(s1, . . . ,s′p, . . . ,sn),B{bq/bq ·a}
)

sq ?ap→q

−−−→q s′
q

bq = a ·b′q
(mbox-rec)

(

(s1, . . . ,sq, . . . ,sn),B
) ?ap→q

−−−→
mbox

(

(s1, . . . ,s′q, . . . ,sn),B{bq/b′q}
)
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In order to study the behaviour of systems, we define the set of executions and traces. An execution

e is a sequence of actions leading to a final global state and the corresponding trace t is the projection on

the send actions1.

Definition 2.7 (Execution). Let N =
(

(Ap)p∈P,M
)

be a network and com ∈ {sync,p2p,mbox} be the

type of communication. E(Ncom) is the set of executions defined, with C0 the initial configuration, Cn a

final configuration and ai ∈ Act for all 1 ≤ i ≤ n, by:

E(Ncom) = {a1 · . . . ·an |C0
a1−−→
com

C1
a2−−→
com

. . .
an−−→
com

Cn}.

If w is a word over actions, then let w↓! (resp. w↓?) be its projection on only send (resp. receive)

actions, let w↓P its projection on only actions that involve only the participants in a set P, let w↓p its

projection on receives towards p and sends from p, and let w↓✚!? be the word over messages that results

from w by removing all ! and ?. We extend the operators ↓!, ↓?, ↓P, ↓p, and ↓✚!? to languages, by applying

them on every word of the language. Note that, w↓{p} is always empty, since there are no actions that

involve only a single participant p, whereas w↓p is the projection of w to its actions in that p has an active

role (sender in send actions and receiver in receive actions).

Definition 2.8 (Traces). Let N =
(

(Ap)p∈P,M
)

be a network and com ∈ {sync, p2p, mbox} be the type

of communication. T(Ncom) is the set of traces:

T(Ncom) = {e↓! | e ∈ E(Ncom)}.

A system is synchronisable if its asynchronous behaviour can be related to its synchronous one.

Thus, an asynchronous system is synchronisable if its set of traces is the same as the one obtained from

the synchronous system.

Definition 2.9 (Synchronisability). Let N =
(

(Ap)p∈P,M
)

be a network and com ∈ {p2p, mbox} be the

type of communication. The system Ncom is synchronisable if and only if T(Ncom) = T(Nsync).

Problems statements. We define the Synchronisability Problem as the decision problem of determin-

ing whether a given system, where all states are accepting states, is synchronisable or not. We also

consider the Generalised Synchronisability Problem without any constraints on the accepting states of

the system.

3 The Generalised Synchronisability Problem is Undecidable

The first contribution is about assessing the undecidability of the Generalised Synchronisability Problem

for the mailbox semantics. This result strongly relies on the notion of accepting word. Moreover, the

entire section considers networks without any constraints on final configurations (i.e., CF ⊆ C).

Post Correspondence Problem. We will resort to the Post Correspondence Problem (PCP) which

is known to be an undecidable decision problem [15], to prove that the Generalised Synchronisability

Problem is undecidable. We will show that the encoding of a PCP instance (W,W′) is not synchronisable

if and only if the instance has a solution.

1In Definition 2.8, we decide not to take into consideration the content of buffers, differently to others papers, like [9], where

the authors study stable configurations, i.e., configurations where buffers are empty.
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AI

AW

AW ′

AL

Figure 1: Topology of the encoding of an instance (W,W′) of the PCP

Definition 3.1 (Post Correspondence Problem). Let Σ be an alphabet with at least two symbols. An

instance (W,W′) of the PCP consists of two finite ordered lists of the same number of non-empty words

W = w1,w2, . . . ,wn and W’ = w′
1,w

′
2, . . . ,w

′
n

such that wi,w
′
i ∈ Σ∗ for all indices 1 ≤ i ≤ n. A solution of this instance is a finite sequence of indices

Sol = (i1, i2, . . . , im) with m ≥ 1 and i j ∈ [1,n] for all 1 ≤ j ≤ m such that:

wi1 ·wi2 · . . . ·wim = w′
i1
·w′

i2
· . . . ·w′

im
.

Mailbox Encoding of the Post Correspondence Problem. The encoding in mailbox systems requires

some care. When an automaton is receiving messages from multiple participants, these messages are

interleaved in the buffer and it is generally not possible to anticipate in which order these messages have

been sent.

The encoding of an instance (W,W′) of the PCP is a parallel composition of four automata: AI , AW ,

AW ′ , and AL, where AI sends the same indices to AW and AW ′ which in turn send the respective words to

AL. AL compare letters and, at the end of the run, its state allows to say if a solution exists. The topology

and the buffer layout of the system is depicted in Figure 1.

We will explain our encoding over an example. Take the following PCP instance with Σ = {a,b},

W = a,b,abab and W′ = ba,baa,b. We know that there is a solution for this instance with Sol = (2,1,3).
Figures 2–5 depict the automata solving the PCP instance.

Automaton AI guesses the sequence of indexes and sends it to both AW and AW ′ . The message $ is

used to signal the end of the sequence. Automaton AW and AW ′ receive indexes from AI and send the

corresponding sequences of letters to AL. At the reception of message $, they send messages end to AL.

Automaton AL checks whether the sequences of letters produced by AW and AW ′ coincide. Letters from

AW and AW ′ need to be alternate and are read in turn, and the additional receptions are used to make the

system synchronisable and to recognize errors (i.e., sequences that are not a solution). If all comparisons

succeed, included the end messages, then AL sends message ok that is not received by any participant

and ends up in the unique accepting state.

More formally, we define the encoding as follows.

Definition 3.2 (Encoding of PCP in mailbox system). Let (W,W′) be a PCP instance over Σ. The

encoding of (W,W′) is the network JW,W′Kmbox =
(

(Ap)p∈P,M
)

where:

• P= {I,W,W ′,L}

• M=
{

iI→W , iI→W ′
| i ∈ [1,n]

}

∪
{

αW→L,αW ′→L | α ∈ Σ
}

∪M with

M =
{

$I→W ,$I→W ′
,endW→L,endW ′→L,okL→I

}

• AI = (SI ,s
I
0,M,→I ,FAI

) where SI =
{

q0,q$,q$′

}

∪{qi | i ∈ [1,n]}, sI
0 = q0, FAI

=
{

q$′

}

and

→I=

{

q0
!iI→W

−−−→ qi,qi
!iI→W ′

−−−→ q0 | i ∈ [1,n]

}

∪

{

q0
!$I→W

−−−→ q$,q$
!$I→W ′

−−−−→ q$′

}
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W!1 I→

W
′

!2
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W!2
I→

W
′ !3 I→

W!3 I→
W
′

!$I→W !$I→W ′

Figure 2: Automaton AI

0

1,0

2,0

3,0 3,1 3,2 3,3

f

$ e

?1I→W

?2I→W

?3I→W

!a W→
L

?1 I→W

!bW→L

?2I→W

!aW→L !bW→L !aW→L

!b W
→

L

?3
I→

W

?$I→W

!endW→L

Figure 3: Automaton AW

• AW = (SW ,sW
0 ,M,→W ,FAW

) where SW =
{

q0,q f ,q$,qe

}

∪
{

qi, j | i ∈ [1,n]∧ j ∈ [0, |wi|−1]
}

,

sW
0 = q0, FAW

= {qe} and

→W=

{

q0
?iI→W

−−−→ qi,0,q f
?iI→W

−−−→ qi,0 | i ∈ [1,n]

}

∪

{

qi,|wi |−1
!αW→L

−−−−→ q f | α = wi,|wi |∧ i ∈ [1,n]

}

∪

{

qi, j
!αW→L

−−−−→ qi, j+1 | α = wi, j+1 ∧ i ∈ [1,n]∧ j ∈ [1, |wi|−2]

}

∪

{

q f
?$I→W

−−−→ q$,q$
!endW→L

−−−−−→ qe

}
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1,0 1,1

2,0 2,1 2,2

3,0 f

$ e

?1I→W ′

?2I→W ′

?3I→W ′

!bW ′→L

!a W ′→
L?1 I→W ′

!bW ′→L !aW ′→L

!aW ′→L

?2
I→

W
′

!bW ′→L

?3I→W ′

?$I→W ′

!endW ′→L

Figure 4: Automaton AW ′

• AL = (SL,s
L
0 ,M,→L,FAL

) where SL = {q0,qe,qe′ ,qok,q∗}∪{qα |α ∈ Σ}, sL
0 = q0, FAL

=
{

qok

}

and

→L=

{

q0
?αW→L

−−−−→ qα ,qα
?αW ′→L

−−−−→ q0 | α ∈ Σ

}

∪

{

qα
?βW ′→L

−−−−→ q∗ | β ∈ Σ∪{end}∧β 6= α

}

∪

{

q0
?αW ′→L

−−−−→ q∗ | α ∈ Σ∪{end}

}

∪

{

qα

?βW→L

−−−−→ q∗ | β ∈ Σ∪{end}

}

∪

{

qe
?αW→L

−−−−→ q∗ | α ∈ Σ

}

∪

{

qe
?αW ′→L

−−−−→ q∗ | α ∈ Σ

}

∪

{

q∗
?αX→L

−−−−→ q∗ | α ∈ Σ∪{end}∧X ∈ {W,W ′}

}

∪

{

q0
?endW→L

−−−−−→ qe,qe
?endW ′→I

−−−−−→ qe′ ,qe′
!okL→I

−−−→ qok

}

AW ′ is defined as AW but considering W′ instead of W.

It is easy to see that in the synchronous semantics the system cannot reach any final configuration,

because of message ok which cannot be sent since it cannot be received. The set of traces of the syn-

chronous system is indeed empty.

Lemma 3.3. Let (W,W′) an instance of PCP and N = JW,W′Kmbox its encoding into communicating

automata. Then T(Nsync) = /0.

In the mailbox semantics, message ok can be sent only if the encoded instance of PCP has a solution.

If the instance of PCP has no solution, then the mailbox system is unable to reach the final configuration

and the set of traces is empty. Summing up, the set of traces is not empty if and only if there exists a

solution to the corresponding PCP instance.

Lemma 3.4. For every instance (W,W′) of PCP, where N = JW,W′Kmbox, (W,W′) has a solution if and

only if T(Nmbox) 6= /0.

Proof. Let (W,W′) be a PCP instance and N = JW,W′Kmbox.

⇒ We show that if (W,W′) has a solution, then T(Nmbox) 6= /0. Let Sol(W,W′) = (i1, i2, . . . , im) be a

solution of (W,W′). Let w = a1 . . .an be the word generated from the sequence of indices. From

Definition 3.2, it is easy to see that the following execution t is possible and that it leads to a final

configuration with the final global state (qI
$′ ,q

W
e ,qW ′

e ,qL
ok):
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→
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Figure 5: Automaton AL

t =!iI→W
1 ·!iI→W ′

1 · . . . ·!iI→W
m ·!iI→W ′

m ·!$I→W ·!$′I→W ′
(1)

·!aW→L
1 ·!a′W

′→L
1 · . . . ·!aW→L

n ·!a′W
′→L

n ·!endW→L·!endW ′→L (2)

·!okL→I (3)

Part (1) consists of the indices sent by automaton AI in turn to the automata AW and AW ′ , including

the messages $,$′ that are used to signal the end of the sequence. Part (2) contains the letters of

word w sent in turn by AW and AW ′ upon reception of the corresponding indices to AL. Since we

are considering mailbox communication here, note that messages from AW and AW ′ must alternate.

Finally, automaton AL having matched all the words from AW and AW ′ , including the final end

messages is able to send the last message ok, part (3). Hence t ∈ T(Nmbox).
⇐ Conversely, we show that if t ∈ T(Nmbox), then there is a solution to (W,W′). Since t ∈ T(Nmbox),

t is the projection on send messages of an accepting execution t ′ ∈ E(Nmbox). By construction, to

reach state qL
ok we know that t ′ = t1·?endW→L·?endW ′→L·!okL→I!okL→I . With a similar reasoning,

to reach states qW
e and qW ′

e , t1↓! = t2↓!·!endW→L·!endW ′→L. This also entails that there has been

at least one index sent by automaton AI (both to AW and AW ′). In turn, upon reception of the

corresponding index, AW and AW ′ send the corresponding letters to AL. The sequence can only

be accepted if letters are queued in order: one letter from AW followed by the same letter from

AW ′ . Hence if we take the projection of t on the actions of AI we obtain a sequence of indices that

represent a solution to (W,W′).

Therefore, the system is synchronisable if and only if the encoded instance does not have solution.

Theorem 3.5. The Generalised Synchronisability Problem is undecidable for mailbox systems.

Proof. Let (W,W′) be an instance of PCP.
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⇒ If (W,W′) has a solution, then by Lemma 3.4 T(Nmbox) 6= /0 and by Lemma 3.3 T(Nsync) = /0. Hence,

the system is not synchronisable.

⇐ Conversely, if (W,W′) has no solution, then by Lemma 3.4 T(Nmbox) = /0 and T(Nsync) = /0 by

Lemma 3.3. Hence the system is synchronisable.

4 Synchronisability of Mailbox Communication for Tree-like Topologies

We are interested in the Synchronisability Problem, where automata have no final states. Notice that this

is equivalent of having automata where all states are final. Thus, we consider networks where all config-

urations are final configurations (CF = C). The encoding in Section 3 cannot be used as it strongly relies

on the existence of special final configurations that can only be reached in the asynchronous (mailbox)

semantics. Moreover, because of the nature of mailbox communications, the encoding in [9] cannot be

used. In fact, the order of messages received from different recipients becomes important and the relative

speeds of the automata (W and W ′) producing the letters to be compared, cannot be “synchronised”.

In order to understand the expressiveness of mailbox system, we start by constraining the shape of

topologies. A topology (cfr. Definition 2.2) is the underlining communication structure marking the

direction of communication among participants. Here we start by considering topologies that form a tree

and we want to understand whether the topology impacts (or not) the decidability of the Synchronisability

Problem. When considering tree topologies, each of the inner automata (nodes) receives messages by

only one other participant. Because of this, systems with tree topologies will have the same set of

executions for both mailbox and P2P semantics.

Definition 4.1 (Tree topology). Let N = ((Ap)p∈P,M) be a network of communicating automata and

G(N) = (V,E) its topology. G(N) = (V,E) is a tree if it is connected, without any cycle, and | Pp
send |≤ 1

for all p ∈ P.

Let r ∈ P denote the root of the tree, i.e., Pr
send is empty. Notice that P

p
send is a singleton for all inner

nodes p ∈ P\{r}.

It is interesting to see that we can characterise an algorithm to check whether a system is synchronis-

able or not. To this aim, a system needs to validate two conditions:

1. the automata should provide matching receptions whenever their communication partners are

ready to send and

2. for each send of a parent there is a matching reception of the child.

The main idea is to use the tree structure to capture the influence the automata have on the language

of each other. The receptions of an automaton depend only on the availability of matching incoming

messages, i.e., in a tree by the sends of at most one parent. We compute the influenced language of Ap,

denoted L ≬(Ap), considering only the influence of its parent but not of its children. These languages

have to be computed from the root r—that does not depend on anybody—towards the leafs of the tree.

For an inner node of the tree the possible sequences of outputs of the respective (unique) parent node

determine the possible sequences of inputs it can perform and thus the outputs that can be unguarded.

The languages L
≬

? (Ap) and L
≬

! (Ap) are its respective projections on only receives or sends.
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Figure 6: Examples for dependencies that prevent synchronisability

Definition 4.2 (Influenced languages). Let p ∈ P. We define the influenced language as follows:

L
≬(Ap) =

{

L (Ar) if p = r
{

w | w ∈ L (Ap)∧ (w↓?)↓✚!? ∈
(

L
≬

! (Aq)
)

↓✚!? ∧P
p
send = {q}

}

otherwise

L
≬

? (Ap) = L
≬(Ap)↓?

L
≬

! (Ap) = L
≬(Ap)↓!

Since the root does not receive any message, it is not influenced by any parent. Hence, L
≬

? (Ar) = {ε}

and L ≬(Ar) = L
≬

! (Ar) = L (Ar). For any inner node p ∈ P of the tree, we allow only words with input

sequences that match a sequence of outputs of its parent q influenced language. To match inputs with

their corresponding outputs, we ignore the signs ! and ? using the projection ↓✚!?. Then L ≬(Ap) contains

the words of Ap that respect the possible input sequences induced by the parent q.

Example 4.1. Figure 6 depicts two examples of networks with their topology and the automata of each

participant. L ≬(Ap) only rules out paths that do not respect the sends of its parents. Hence, L ≬(Ar) =
L (Ar) = {ε , !ar→q}, L ≬(Aq) =L (Aq) = {ε , !bq→p, !bq→p?ar→q}, and L ≬(Ap) =L (Ap) = {ε ,?bq→p}
in Figure 6.(a), but in Figure 6.b) L ≬(Ap) = L (Ap)\{?cq→p,?cq→p?bq→p}.

In synchronous communication, sends and receptions are blocking, i.e., they have to wait for match-

ing communication partners. In asynchronous communication with unbounded buffers, only inputs are

blocking, whereas all outputs can be performed immediately. Hence, for synchronisability the automata

should provide matching inputs whenever their communication partners are ready to send. We use causal-

ity to check for this condition. For some automaton Ap, action a2 causally depends on action a1, denoted

as a1 <p a2, if for all w ∈ L ≬(Ap) action a2 does not occur or a1 occurs before a2.

First, we have to check that in no automata we find a relation of the form !x <p?y, because such a

dependency always leads to non-synchronisability. Intuitively, with !x <p?y, the automaton p enforces

the order !x before !y in the synchronous language, whereas in the asynchronous case with unbounded

buffers, these sends may occur in any order. Not having !x <p?y means that if !x can occur before ?y in

Ap, then another path in Ap allows to have ?y before !x.

Example 4.2. Consider Figure 6.(a), Nsync has to perform !bq→p before !ar→q, because ?ar→q is ini-

tially not available in Aq. In Nmbox , we have the execution !ar→q!bq→p?ar→q?bq→p and hence the trace

!ar→q!bq→p. The problem is the dependency !bq→p <q?ar→q, that blocks the a in the synchronous but

not the asynchronous system.

The other three kinds of dependencies are not necessarily problematic. Causal dependencies of the

form ?x <p?y are enforced by the parent of p. Dependencies of the form ?x <p!y allow p to make its
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behaviour depending on the input of its parent. Finally, dependencies !x <p!y allow p to implement a

certain strategy on sends.

Note that, Ap may perform an action a several times. Thus, we count the occurrences of a in a word

such that a <p a′ is actually a#n <p a′#m, where a#i is the i’th occurrence of a. This allows to express

dependencies such as a#2 <p a#3 (the third a depends on the second) or a#2 <p a′#1 (a′ depends on the

second a). However, we keep the counters implicit, if they are not relevant, i.e., if every action is unique.

For instance all actions in the examples in Figure 6 are unique and thus we do not mention any counters.

Then, we have to check that missing inputs cannot block outputs of a parent. The word w′ is a

valid input shuffle of w, denoted as w′
�? w, if w′ is obtained from w by a (possibly empty) number of

swappings that replace some !x?y within w by ?y!x.

Definition 4.3 (Shuffled language). Let p ∈ P. We define its shuffled language as follows:

L
≬
�

(p) =
{

w′ | w ∈ L
≬(Ap)∧w′

�? w
}

Then we require L ≬(Ap) = L
≬
�

(p) to ensure synchronisability, and more precisely to avoid to have

any dependence !x <p?y in a participant p. Note that �? only allows to move inputs further to the front

by swapping them with outputs. Neither the order of outputs nor of inputs within the word is changed.

Example 4.3. Consider Figure 6.(b). This example is not synchronisable, because !bq→p!ar→q!cq→p ∈

T(Nmbox) but !bq→p!ar→q!cq→p /∈ T(Nsync). Indeed the condition L ≬(Ap) = L
≬
�

(p) is violated:

L
≬(Aq) = {ε ,?ar→q, !bq→p,?ar→q!bq→p, !bq→p!cq→p,?ar→q!bq→p!cq→p, !bq→p!cq→p?ar→q}

6= L
≬
�

(q) = L
≬(Aq)∪{!bq→p?ar→q, !bq→p?ar→q!cq→p}

Since Aq does not allow for all possible valid input shufflings, after b the action a becomes blocked in Aq

in the synchronous but not the asynchronous system.

Finally, we have to check that for each send of a parent there is a matching input in the child, i.e.,

L
≬

! (Aq)↓{p,q}↓✚!? ⊆L (Ap)↓✚!? whenever P
p
send = {q}. Unmatched sends appear as sends in asynchronous

languages, but are not present in synchronous languages. This is the trick that we have used in the Post

Correspondence encoding to force the synchronous set of traces to be empty.

Note that L
≬

! (Aq)↓{p,q}↓✚!? ⊆ L ≬(Ap)↓✚!? ∧L ≬(Ap) = L
≬
�

(p) ensures all three conditions, i.e., also

ensures that there are no dependencies of the form !x <p?y.

We prove first that words in L ≬(Aq) belong to executions of the mailbox system with unbounded

buffers that do not require any interaction with a child of q.

Lemma 4.4. Let N be a network such that CF = C, G(N) is a tree, q ∈ P, and w ∈ L ≬(Aq). Then there

is an execution w′ ∈ E(Nmbox) such that w′↓q = w and w′↓p = ε for all p ∈ P with P
p
send = {q}.

Proof. We construct w′ from the unique path from the root r to q. Let r = q1, q2, . . . , qn = q be this path of

length n such that P
qi

send = {qi−1} for all 1 < i ≤ n. Remember that in a tree there is exactly one path from

the root to every node. Hence, this path r = q1, q2, . . . , qn = q and its length n are uniquely defined by

q. In the following, let wn = w. For n = 1, i.e., for the case q = r and w ∈ L ≬(Aq), w consists of outputs

only. In this case we can choose w′ = w such that w′ ∈ E(Nmbox), w′↓q = w, and w′↓p = ε for all p ∈ P

with P
p
send = {q}. It remains to show that these conditions are satisfied if n > 1, i.e., q 6= r. Because of

w ∈ L ≬(Aq), there is some wn−1 ∈ L ≬
(

Aqn−1

)

such that (wn−1↓q)↓✚!? =
(

w↓qn−1

)

↓✚!?, i.e., wn−1 provides

the outputs for all inputs in wn in the required order. By repeating this argument moving from q towards
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the root along the path, there is some wi−1 ∈ L ≬
(

Aqi−1

)

such that (wi−1↓qi
)↓✚!? =

(

wi↓qi−1

)

↓✚!? for all

1 < i ≤ n. Then w′ = w1w2 . . .wn. Since q1 = r is a root, w1 contains only outputs, i.e., w1 ∈ E(Nmbox).
For all inputs in w2, w1 provides the matching outputs in the correct order, i.e., w1w2 ∈ E(Nmbox). By

repeating this argument moving from r towards q along the path, then w′ = w1 . . .wn ∈ E(Nmbox). By

construction, w′↓q = w and w′↓p = ε for all p ∈ P with P
p
send = {q}.

Finally, the next theorem states that synchronisability can be checked by verifying that for all neigh-

bouring peers p and its parent q, all sequences of sends from q can be received by p at any moment, i.e.,

without blocking sends from p.

Theorem 4.5. Let N be a network such that CF = C and G(N) is a tree. Then T(Nmbox) = T(Nsync) iff,

for all p,q ∈ P with P
p
send = {q}, we have

(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!? and L ≬(Ap) = L
≬
�

(p).

Proof. ⇒ Assume T(Nmbox) = T(Nsync). We have to show that 1.
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!?

and 2. L ≬(Ap) = L
≬
�

(p) for all p,q ∈ P with P
p
send = {q}.

1. Assume
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? 6⊆L ≬(Ap)↓✚!? for some p,q ∈ P with P
p
send = {q}. Then there is

some sequence of outputs v ∈ L
≬

! (Aq)↓{p,q} for that there is no matching sequence of inputs

in L ≬(Ap), i.e., v↓✚!? /∈ L ≬(Ap)↓✚!?. By Lemma 4.4, then there is an execution v′ ∈ E(Nmbox)
such that (v′↓!)↓q = v and v′↓p = ε . Hence, v′↓! ∈ T(Nmbox) = T(Nsync) = E(Nsync). Be-

cause of v′↓! ∈ E(Nsync) and v′↓p = ε , Ap has to be able to receive the sequence of outputs

of v without performing any outputs itself, i.e., v↓✚!? ∈ (L (Ap)↓?)↓✚!? and v↓✚!? ∈ L
≬

? (Ap)↓✚!?.

But then v↓✚!? ∈ L ≬(Ap)↓✚!?. This is a contradiction. We conclude that
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆

L ≬(Ap)↓✚!? for all p,q ∈ P with P
p
send = {q}.

2. By definition, L ≬(Ap) ⊆ L
≬
�

(p). Assume v ∈ L
≬
�

(p). We have to show that v ∈ L ≬(Ap).

Since v ∈ L
≬
�

(p), then there is some v′ such that v′ ∈ L ≬(Ap) and v′�? v. We consider

the shortest two such words v and v′, i.e., v = w?aq→p!x1 . . .!xn and v′ = w!x1 . . .!xn?aq→p

with n > 0, where P
p
send = {q} and x1, . . .xn are ouputs from p to its children. Then also

w!x1 . . .!xn?aq→p ∈ L ≬(Ap). By Lemma 4.4, then there is an execution w′ ∈ E(Nmbox) such

that w′↓p = w!x1 . . .!xn?aq→p. By the construction of w′ in the proof of Lemma 4.4, w′

contains the output !aq→p before the outputs !x1 . . .!xn. Then !aq→p occurs before !x1 . . .!xn in

w′↓! ∈ T(Nmbox). Since T(Nmbox) = T(Nsync) = E(Nsync), w′↓! ∈ E(Nsync). Then Ap has to

receive ?aq→p before sending !x1 . . .!xn, i.e., v = w?aq→p!x1 . . .!xn ∈ L ≬(Ap). We conclude

that L ≬(Ap) = L
≬
�

(p).

⇐ Assume that
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!? and L ≬(Ap) = L
≬
�

(p) for all p,q ∈ P with P
p
send =

{q}. We have to show that T(Nmbox) = T(Nsync).
w ∈ T(Nmbox): Let w′ be the word obtained from w by adding the matching receive action directly

after every send action. We show that w′ ∈ E(Nmbox), by an induction on the length of w.

Base Case: If w =!aq→p, then w′ =!aq→p?aq→p. Since w ∈ T(Nmbox), Aq is able to send

!aq→p in its initial state within the system Nmbox . Then !aq→p ∈ L
≬

! (Aq). Because of
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!?, then ?aq→p ∈ L ≬(Ap), i.e., Aq can receive ?aq→p in

its initial state. Then w′ ∈ E(Nmbox).
Inductive Step: If w = v!aq→p with v!aq→p ∈ T(Nmbox), then w′ = v′!aq→p?aq→p. By in-

duction, v′ ∈ E(Nmbox). Since w = v!aq→p ∈ T(Nmbox), Aq is able to perform !aq→p in



32 Synchronisability in Mailbox Communication

some state after performing all the outputs in v. Since v′↓! = v, then Aq is able to per-

form !aq→p in some state after performing all the outputs in v′. Also inputs of Aq cannot

prevent Aq from sending !aq→p after v′, because:

• For all such inputs ?y there has to be !y occurring before the input.

• Then !y is among the outputs of v, because Aq is able to perform !aq→p in some state

after performing all the outputs in v of q.

• Then also ?y is already contained in v′, by the construction of v′.

This entails that Aq can send !aq→p after execution v′ such that v′!aq→p ∈ E(Nmbox).

Hence we have
(

(v′!aq→p)↓{p,q}

)

↓! =
(

w↓{p,q}

)

↓! ∈L
≬

! (Aq)↓{p,q} and after v′!aq→p all

buffers are empty except for the buffer of Ap that contains only aq→p. By noticing that
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!?, then
(

(v′?aq→p)↓{p,q}

)

↓? ∈ L ≬(Ap), i.e., Ap is able

to receive ?aq→p in some state after receiving all the inputs in v′. By L ≬(Ap) = L
≬
�

(p)
and since aq→p is in its buffer, then Ap can receive ?aq→p after execution v′!aq→p such

that w′ = v′!aq→p?aq→p ∈ E(Nmbox).
Hence w′ ∈ E(Nmbox). This entails that the synchronous system can simulate the run of w′

in Nmbox by combining a send action with its direct following matching receive action into a

synchronous communication. Since w′↓! = w, then w ∈ E(Nsync) = T(Nsync).
w ∈ T(Nsync): For every output in w, Nsync was able to send the respective message and directly

receive it. Let w′ be the word obtained from w by adding the matching receive action directly

after every send action. Then Nmbox can simulate the run of w in Nsync by sending every mes-

sage first to the mailbox of the receiver and then receiving this message. Then w′ ∈ E(Nmbox)
and, thus, w = w′↓! ∈ T(Nmbox).

Since there is no difference between mailbox and P2P communication with a tree topology, we have

T(Nmbox) = T(Np2p). Accordingly, Theorem 4.5 provides a decision procedure for mailbox and P2P

systems. In both cases it suffice to algoritmically check, whether
(

L
≬

! (Aq)↓{p,q}

)

↓✚!? ⊆ L ≬(Ap)↓✚!? and

L ≬(Ap) = L
≬
�

(p) for all p,q ∈ P with P
p
send = {q}. This can be done by computing the influenced

languages starting from the root moving down in the tree.

Corollary 4.6. Let N be a network such that CF = C and G(N) is a tree. Then the Synchronisability

Problem is decidable for P2P and mailbox communication.

5 Discussion

In this paper, we start answering a problem that have remained open since [9]. We first have shown

that the Generalised Synchronisability Problem is undecidable for mailbox systems. The undecidability

result cannot be easily adpated to communicating automata without final states as the role of automaton

AL (i.e., the comparator) is made more complex by the fact that letters that end up in its buffer are mixed

between those coming from AW and AW ′ . This would require an additional synchronisation between AW

and AW ′ which would mess the exchanges between those automata and AI .

Hence, in an attempt to get closer to a proof of decidability for Synchronisability Problem, we con-

sidered tree topologies. We have presented an algorithm to decide synchronisability for systems that

feature a tree topology. The key ingredient in the above algorithm for trees is, that we can compute the

languages L ≬(Ap) and thus the possible behaviour for every node, by starting from the root and follow-
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ing the unique path from the root to the respective node. Then we only check properties on a single node

(L ≬(Ap) = L
≬
�

(p)) or between two neighbouring nodes (L
≬

! (Aq)↓{p,q}↓✚!? ⊆ L ≬(Ap)↓✚!?).

We conjecture that this result can be extended to reversed trees and multitrees [10]. By observing

that a forest is synchronisable if and only if each of its trees is synchronisable. Moreover reversed trees

and multitrees have the same property of featuring unique paths between any two nodes. Hence, we con-

jecture that the above technique can be extended to reversed trees and multitrees. Moreover the absence

of coordination between brothers should also entail that the result is true for P2P. These developments

are left for future work. Moreover, we are working on a mechanisation of our proofs in Isabelle, which

is quite challenging as there are few existing mechanisation approaches for communicating automata.
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LTL3 is a multi-valued variant of Linear-time Temporal Logic for runtime verification applications.
The semantic descriptions of LTL3 in previous work are given only in terms of the relationship to
conventional LTL. Our approach, by contrast, gives a full model-based inductive accounting of the
semantics of LTL3, in terms of families of definitive prefix sets. We show that our definitive prefix
sets are isomorphic to linear-time temporal properties (sets of infinite traces), and thereby show that
our semantics of LTL3 directly correspond to the semantics of conventional LTL. In addition, we
formalise the formula progression evaluation technique, popularly used in runtime verification and
testing contexts, and show its soundness and completeness up to finite traces with respect to our
semantics. All of our definitions and proofs are mechanised in Isabelle/HOL.

1 Introduction

Linear-time Temporal Logic (LTL) [MP92] is one of the most commonly-used logics for the specification
of reactive systems. It adds to propositional logic temporal modalities to describe behaviours: completed,
infinite traces describing the execution of a system over time. In the context of runtime monitoring or
testing, however, we can only make finite observations, and must therefore turn to variants of LTL with
finite traces as models. The oldest such variant, commonly attributed to Pnueli1, concerns finite or
infinite completed traces, but this is also not suitable for the context of runtime monitoring, as our finite
observations are not completed traces, but finite prefixes of infinite behaviours: partial traces.

Bauer et al. [BLS11] describe a variant of LTL for partial traces called LTL3 that distinguishes be-
tween those formulae that can be definitively said to be true or false from just the partial trace provided,
and those formulae which are indeterminate, requiring further states to evaluate definitively. As we shall
see in Section 2, the semantics of LTL3 in the literature are given only in terms of conventional LTL,
and Bauer et al. [BLS10] further claim that LTL3 cannot be given an inductive semantics, a claim that is
refuted by the present paper.

We give a compositional, inductive semantics for LTL3, in terms of families of definitive prefix sets:
sets of all (finite or infinite) traces which are sufficient to definitively establish or refute the given formula.
We introduce the concept of definitive prefix sets in Section 3, and our semantics in Section 4. We
show that definitive prefix sets are determined uniquely by their infinite traces, i.e., that our definitive
prefix sets are isomorphic to linear-time temporal properties, and thereby we show that the semantics of
conventional LTL and of LTL3 correspond directly. LTL3, then, can be understood merely as a different
presentation of conventional LTL.

In Section 5 we turn to formula progression, a popular technique for evaluating formulae against a
finite trace where the formula is evaluated state-by-state, in a style reminiscent of operational semantics

1Such logics are found in many early papers on LTL with Pnueli as a coauthor such as Lichtenstein et al. [LPZ85], but
Manna and Pnueli [MP95], which is usually cited, does not mention finite traces at all.

http://dx.doi.org/10.4204/EPTCS.412.4
https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/
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Formulae ϕ,ψ ∶∶= ⊺ ∣ a
∣ ¬ϕ

∣ ϕ ∧ψ

∣ ϕ

∣ ϕ U ψ

Atomic propositions a ∈ A
Traces t,u ∈ Σ

∞

States Σ = P(A)

Abbreviations:

� ≜ ¬⊺
ϕ ∨ψ ≜ ¬(¬ϕ ∧¬ψ)

ϕ ≜ ⊺ U ϕ

ϕ Rψ ≜ ¬(¬ϕ U ¬ψ)
ϕ ≜ � Rϕ

Figure 1: Syntax of LTL

or the Brzozowski derivative. Bauer and Falcone [BF12] claim without proof that formula progression
yields an equivalent semantics to LTL3. In this paper, we make this statement formally precise, and
prove soundness and completeness (modulo a sufficiently powerful simplifier) of the formula progression
technique with respect to our semantics.

Finally in Section 6, we relate our work to other characterisations of prefixes, traces, and properties,
as well as to other multi-valued variants of LTL. All of our work has been mechanised in the Isabelle/HOL
proof assistant, proofs of which are available for download [AGO24].

2 Linear-time Temporal Logic

Figure 1 describes the syntax of LTL formulae and adjacent definitions. LTL extends propositional
logic over states (sets of atomic propositions) with temporal operators to produce a logic over traces,
sequences of states. We denote the set of all states as Σ. A trace t may be finite (in Σ

∗) or infinite (in
Σ

ω ). We denote the set of all traces, i.e. Σ
∗∪Σ

ω , as Σ
∞. Two traces t and u may be concatenated in the

obvious way, written as tu. If t is infinite, then tu = t. The empty trace is denoted ε .
Our formulation takes conjunction, negation, atomic propositions and the temporal operators next

( ) and until (U) as primitive, with disjunction and the temporal operators eventually ( ), always ( )
and release (R) derived from these primitives.

Figure 2 gives the semantics of conventional LTL, as a satisfaction relation whose models are infinite
traces. Here t0 denotes the first state of a trace t. As we only include future temporal operators, we
can advance to the future by dropping initial prefixes from the trace. The notation t∣n denotes the trace t
without the first n states. If n is greater than the length of t, the result of t∣n is the empty trace ε . Note
that our until operator (U) is strong, in that ϕ U ψ requires that ψ eventually becomes true at some point
in the trace.



R.Y. Amjad, R.J. van Glabbeek & L. O’Connor 37

Σ
ω ⊧ ϕ

t ⊧ ⊺
t ⊧ a iff a ∈ t0
t ⊧ ¬ϕ iff t ⊭ ϕ

t ⊧ ϕ ∧ψ iff t ⊧ ϕ and t ⊧ψ

t ⊧ ϕ iff t∣1 ⊧ ϕ

t ⊧ ϕ U ψ iff there exists i s.t. t∣i ⊧ψ and ∀ j < i. t∣ j ⊧ ϕ

Figure 2: Semantics of conventional LTL

Bauer et al. [BLS11] describe LTL3 as a three-valued logic that interprets LTL formulae on finite
prefixes to obtain a truth value in B3 = {T,F,?}. For a formula ϕ and a finite prefix t, the truth value T
indicates that ϕ can be definitively established from t alone, whereas F indicates that ϕ can be definitively
refuted from t alone. The third value ? indicates that the formula ϕ can neither be established nor refuted
from t alone:

[t ⊧3 ϕ] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

T if ∀u ∈ Σ
ω . tu ⊧ ϕ

F if ∀u ∈ Σ
ω . tu ⊭ ϕ

? otherwise

Because the truth value ? indicates merely that neither T nor F apply, LTL3 can be better understood as a
two-valued partial logic [Bla02], where ? indicates the absence of a truth value. In this view, LTL3 only
gives truth values when the trace is definitive, i.e., when the answer given will not change regardless of
how the trace is extended.

Bauer et al. [BLS11] note that this presentation of LTL3 is inherently non-inductive, i.e., the answer
given for a compound formula cannot be produced by combining the answers for its components. To see
why, consider the formula ϕ = a∨ ¬a. Using the semantics above, we have [ε ⊧3 ϕ] = T but each
component of ϕ produces no definitive answer for the empty trace, i.e. [ε ⊧3 a] = [ε ⊧3 ¬a] = ?.
Likewise both components of the formula ψ = b∨ ¬c produce the answer ? for the empty trace, but
unlike ϕ , we have [ε ⊧3 ψ] = ?. Therefore, there is no way to combine two ? answers in a disjunction that
produces correct answers for both ϕ and ψ . Because of this, Bauer et al. [BLS11] claim that inductive
semantics are impossible for LTL3. As we shall see, however, this claim applies only to the multi-
valued semantics defined above. In our development, which associates sets of traces to each formula,
the semantics for a given formula can indeed be compositionally constructed from the semantics of its
components.

3 Definitive Prefix Sets

In this section, we develop a theory of definitive prefixes, which we will use in Section 4 to give a
semantics to LTL3. We denote the set of prefixes of a trace t as ↓t:

↓t ≜ {u ∣ ∃v ∈ Σ
∞. t = uv}

We also generalise this notation to sets, so ↓X is the set of all prefixes of traces in X . The set of all
extensions of a trace t is likewise written as ↑t:

↑t ≜ {tu ∣ u ∈ Σ
∞}
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The set of definitive prefixes of a set of traces X is written ☇X . This is the set of all traces for which all
extensions are a prefix of a trace in X .

☇X ≜ {t ∣ ↑t ⊆ ↓X}

Equivalently, t is a definitive prefix of X iff X contains all infinite extensions of t: ☇X = {t ∣ ↑t ∩Σ
ω ⊆ X}.

Intuitively, this means that ☇X contains all those traces for which reaching X ∩Σ
ω is in some way in-

evitable, even if it hasn’t happened yet. Definitive prefixes are therefore similar to the notion of good and
bad prefixes from Kupferman and Vardi [KV01], just without any moral judgement (see Section 6.1).

A set X of traces is called definitive iff X = ☇X . Let D ⊆P(Σ∞) denote the set of all definitive sets.
For any set of traces X , we have the following straightforwardly from the definitions:

• All definitive prefixes are prefixes, i.e. ☇X ⊆ ↓X .

• The set ☇X itself is definitive, i.e. ☇☇X = ☇X .

• Any extension of a definitive prefix is also a definitive prefix, i.e. ∀t ∈ ☇X . ↑ t ⊆ ☇X .

• The definitive prefix operator ☇ distributes over intersection, i.e ☇(⋂i∈I Xi) = ⋂i∈I ☇Xi.

The sets ∅ and Σ
∞ are both definitive, and the definitive sets are closed under intersection, i.e., for a

set of definitive sets S, ☇⋂S = ⋂S. This follows from the distributivity theorem above. The definitive
sets are not closed under union, however. To see why, consider when Σ = {A,B} and the set XA contains
all traces starting with A and the set XB contains all traces starting with B. The sets XA and XB are both
definitive, but their union is not: neither XA nor XB contain the empty trace ε , but ε ∈ ☇(XA ∪XB), as all
extensions of ε (i.e. all non-empty traces) must begin with either A or B.

3.1 Lattice Properties

Define the definitive union, written ⋃☇ S or X ∪☇ Y in the binary case, as merely the definitive prefixes of
the union:

⋃☇ S ≜ ☇⋃S

Theorem 1. The definitive union gives least upper bounds for definitive sets ordered by set inclusion,
i.e., for a set S ⊆D of definitive sets:

• For all X ∈ S, X ⊆ ⋃☇ S.

• If there is a definitive set Z such that ∀X ∈ S. X ⊆ Z, then ⋃☇ S ⊆ Z.

Proof. Follows from definitions.

Thus, the definitive sets D ordered by set inclusion form a complete lattice, where the supremum is the
definitive union, the infimum is the intersection, the greatest element ⊺ is Σ

∞ and the least element � is
∅.

3.2 Isomorphism to Linear-time Temporal Properties

Theorem 2. Define the lower adjoint Pr ∶ D →P(Σω) as Pr(X) = X ∩Σ
ω , and the upper adjoint Df ∶

P(Σω) →D as Df(P) = ☇P. We have, for any definitive set X and linear-time temporal property P:

Pr(X) = P if and only if X =Df(P)

Proof. Proving each direction separately:
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Ô⇒ It suffices to show that Df(Pr(X)) = X , i.e. ☇(X ∩Σ
ω) = X . Because any extension of a definitive

prefix is also a definitive prefix, and all traces in X are definitive prefixes, every finite trace in X
must be a prefix of some infinite trace in X . Thus, the infinite traces in X alone are sufficient to
describe all their definitive prefixes, i.e., all traces in X .

⇐Ô It suffices to show that Pr(Df(P)) = P, i.e. ☇P∩Σ
ω = P. Recall that the definitive prefixes of P

are all those traces t for which all extensions of t are a prefix of a trace in P. For an infinite trace
t ∈ P, the set of extensions ↑t is just {t}, which is surely contained in ↓P. Therefore, for a linear-
time temporal property P (consisting only of infinite traces), we can conclude P ⊆ ☇P. In fact, ☇P
consists of all the (infinite) traces of P as well as possibly some finite prefixes of these. Hence
☇P∩Σ

ω = P.

Theorem 3. Pr (and likewise for Df) is monotone and preserves least upper and greatest lower bounds,
i.e:

• If A ⊆ B then Pr(A) ⊆ Pr(B)
• Pr(⋂i∈I Xi) = ⋂i∈I Pr(Xi)
• Pr(⋃☇ i∈I Xi) = ⋃i∈I Pr(Xi)

Proof. The first two statements follow directly from definitions. Preservation of least upper bounds
requires more finesse. As we have already seen in the proof of Theorem 2, for any set of traces S,
Pr(☇S) = Pr(S). This means that Pr(⋃☇ i∈I Xi) = Pr(⋃i∈I Xi) = ⋃i∈I Pr(Xi) as required.

These theorems say that (Pr,Df) forms a lattice isomorphism between definitive sets and linear-time
temporal properties.

4 Semantics of LTL and LTL3

4.1 Answer-indexed Families

We give a semantics to LTL3 by compositionally assigning to each formula an answer-indexed family of
definitive sets. In general, an answer-indexed family is a function that, given an answer (e.g. a value in
B = {T,F}), produces a set of models (depending on the logic, this could be a set of states, a definitive
set, a linear-time temporal property, etc.). This set contains all those models which produce the given
answer for the formula in question. In this way, we invert the traditional presentation of multi-valued
logics, where the truth value is the output of a satisfaction function, and instead take the desired answer a
as an input and produce models as an output: a = [σ ⊧ ϕ] becomes σ ∈ JϕK a. An answer-indexed family
for conventional, infinite-trace LTL therefore produces a linear-time temporal property as an output:

Φ,Ψ ∈ B→P(Σω)
whereas an answer-indexed family for LTL3 produces a definitive set as an output:

Φ,Ψ ∈ B→D
To begin with, we define an alternative semantics for conventional LTL in terms of answer-indexed
families of linear-time temporal properties. This requires us to define various operations on answer-
indexed families, one for each kind of LTL constructor:

⊺ T = Σ
ω (Φ ∧ Ψ) T =Φ T∩Ψ T (Φ ∨ Ψ) T =Φ T∪Ψ T ( ¬ Φ) T =Φ F

⊺ F = ∅ (Φ ∧ Ψ) F =Φ F∪Ψ F (Φ ∨ Ψ) F =Φ F∩Ψ F ( ¬ Φ) F =Φ T
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J⊺K = ⊺

JaK = 2a7
J¬ϕK = ¬ JϕK

Jϕ ∧ψK = JϕK ∧ JψK
Jϕ ∨ψK = JϕK ∨ JψK

J ϕK = JϕK
Jϕ U ψK = JϕK U JψK

Figure 3: LTL semantics using answer-indexed families

Note that the set operations used for the F answer are always the duals of the operations used for the
T answer, which means that for conventional LTL, the set produced for the F answer is always the
complement of the set for the T answer. This means that the operator for negation ( ¬ ) can simply swap
the places of the set and its complement. This is akin to performing a conversion to negation normal
form “just-in-time” as we evaluate a formula.
For atomic propositions a, the corresponding answer-indexed family maps T to the set of all traces that
begin with a state containing a, and F to its complement:

2a7 T = {t ∣ t ∈ Σ
ω ∧a ∈ t0}

2a7 F = {t ∣ t ∈ Σ
ω ∧a ∉ t0}

The semantic operator for ϕ formulae prepends one state to all the corresponding traces for ϕ , analo-
gously to the conventional LTL semantics in Figure 2:

( Φ) T = {t ∣ t∣1 ∈Φ T}
( Φ) F = {t ∣ t∣1 ∈Φ F}

The T case of the semantic operator for ϕ U ψ formulae is also defined analogously to Figure 2, with the
F case being the complement:

(Φ U Ψ) T = {t ∣ ∃k.(∀i < k.t∣i ∈Φ T)∧ t∣k ∈Ψ T}
(Φ U Ψ) F = {t ∣ ∀k.(∃i < k.t∣i ∈Φ F)∨ t∣k ∈Ψ F}

Finally, we put all of these semantic operators to use in Figure 3, which gives a compositional, inductive
semantics to conventional LTL using these operators.

Theorem 4 (Equivalence to conventional semantics). Answer-indexed family LTL semantics assigns the
same truth values to a given trace for a given formula as conventional LTL semantics:

• (t ⊧ ϕ)⇐⇒ (t ∈ JϕK T)
• ¬(t ⊧ ϕ)⇐⇒ (t ∈ JϕK F)

Proof. This is proven straightforwardly by induction on ϕ , justified in the same way as a conversion to
negation normal form.
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4.2 The Prepend Operation

To give a semantics to LTL3, our answer-indexed families will produce definitive sets, rather than linear-
time temporal properties. To this end, we will define an auxiliary operation on definitive sets called
prepend, written ▷X , which gives all traces whose tails are in X :

▷X ≜ {t ∣ t∣1 ∈ X}

Theorem 5. The prepend operation is closed for definitive sets. That is, if X is definitive, then ▷X is
definitive.

Proof. We must show that ☇(▷X) =▷X for any definitive set X . Showing each direction separately:

Ô⇒ Given a definitive prefix t ∈ ☇(▷X), we must show that t ∈ ▷X . If t = ε , then this implies
that ▷X = Σ

∞ and therefore t ∈ ▷X . If t = σu, because ↓(▷X) = ▷(↓X), we can conclude
↑σu ⊆ ▷(↓ X). Taking the tail of both sides, we can see that ↑u ⊆ ↓X and therefore u ∈ X as X
is definitive. Prepending σ to both sides, we conclude that σu ∈ ▷X as required.

⇐Ô Given a prefix t ∈▷X , we must show that t ∈ ☇(▷X). If t = ε , this means that X =▷X =☇(▷X) =Σ
∞

as X is definitive. If t = σu, we know that u ∈ X . As X is definitive, all extensions of u are also in
X . Therefore ▷(↑u) ⊆ X and thus σu ∈ ☇(▷X).

4.3 Semantics for LTL3

The semantic operators for LTL3 resemble that of conventional LTL, except that now we work with
definitive sets rather than linear-time temporal properties.

⊺ 3 T = Σ
∞ (Φ ∧ 3 Ψ) T =Φ T∩Ψ T (Φ ∨ 3 Ψ) T =Φ T∪☇ Ψ T ( ¬ 3 Φ) T =Φ F

⊺ 3 F = ∅ (Φ ∧ 3 Ψ) F =Φ F∪☇ Ψ F (Φ ∨ 3 Ψ) F =Φ F∩Ψ F ( ¬ 3 Φ) F =Φ T

All of the sets produced by these answer-indexed families are definitive, as Σ
∞ and ∅ are both definitive

sets and definitive sets are closed under intersection and definitive union. Unlike with conventional LTL,
the set for the F answer is not the complement of the set for the T answer, as definitive sets are not closed
under complement. The set for T contains all traces that are sufficient to definitively satisfy the formula,
and the set for F contains all traces that are sufficient to definitively refute the formula.

For an atomic proposition a, the set for T contains all non-empty traces that begin with a state that
satisfies a, and the set for F contains all non-empty traces that begin with a state that does not satisfy a.
However, if a is trivial, in the sense that all or no possible states satisfy a, then these sets are not definitive,
as the excluded empty trace ε would also be definitive for these sets. Thus, we take the definitive prefixes
of these sets to account for this possibility:

2a73 T = ☇{t ∣ t ≠ ε ∧a ∈ t0}
2a73 F = ☇{t ∣ t ≠ ε ∧a ∉ t0}

For the operator, we make use of the prepend operator, which by Theorem 5 produces definitive sets:

( 3 Φ) T =▷ (Φ T)
( 3 Φ) F =▷ (Φ F)
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J⊺K3 = ⊺ 3

JaK3 = 2a73
J¬ϕK3 = ¬ 3 JϕK3

Jϕ ∧ψK3 = JϕK3 ∧ 3 JψK3

Jϕ ∨ψK3 = JϕK3 ∨ 3 JψK3

J ϕK3 = 3 JϕK3

Jϕ U ψK3 = JϕK3 U 3 JψK3

Figure 4: LTL3 semantics using answer-indexed families

For the U operator, we construct our semantics iteratively, building up by repeatedly prepending states.
Here the notation f k indicates the self-composition of f k times, i.e. f 0(x) = x and f k+1(x) = f k( f (x)):

(Φ U 3 Ψ) T = ⋃☇
k∈N

f k(Ψ T), where f (X) =▷X ∩Φ T

(Φ U 3 Ψ) F = ⋂
k∈N

f k(Ψ F), where f (X) =▷X ∪☇ Φ F

Because definitive sets are closed under intersection, definitive union and the prepend operator, we can
see that that our U operator also produces definitive sets by a simple inductive argument on the natural
number k. Using all of these operations, we construct an inductive, compositional semantics for LTL3 in
Figure 4.

Theorem 6 (Equivalence to original LTL3 definition). Let t be a finite prefix and ϕ be an LTL formula.
Then:

• t ∈ JϕK3 T ⇐⇒ ∀u ∈ Σ
ω . tu ∈ JϕK T

• t ∈ JϕK3 F ⇐⇒ ∀u ∈ Σ
ω . tu ∈ JϕK F

Proof. Follows directly from the definition of definitive sets, as JϕK3 T and JϕK3 F are both definitive.

Theorem 6 shows that our inductive semantics coincides with the original non-inductive semantics given
for LTL3. If we view our semantics through the lens of the isomorphism in Theorem 2, however, we see
that this semantics is also equivalent to the semantics of conventional LTL:

Theorem 7 (Equivalence to conventional LTL). For all formulae ϕ:

• Pr(JϕK3 T) = JϕK T

• Pr(JϕK3 F) = JϕK F

Proof. The two statements are shown simultaneously by induction on ϕ:

ϕ = ⊺: Pr(Σ∞) = Σ
ω by definition.

ϕ = a: Because Pr(☇S) = Pr(S) as seen in the proof of Theorem 2, Pr(2a73T) = 2a7 T and
likewise Pr(2a73F) = 2a7 F.

ϕ = ¬ϕ
′: Follows from inductive hypotheses.
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ϕ
σÐ→ψ

⊺ σÐ→⊺
a ∈ σ

a
σÐ→⊺

a ∉ σ

a
σÐ→� ϕ

σÐ→ ϕ

ϕ
σÐ→ ϕ

′

¬ϕ
σÐ→¬ϕ

′

ϕ
σÐ→ ϕ

′
ψ

σÐ→ψ
′

ϕ ∧ψ
σÐ→ ϕ

′∧ψ
′

ψ
σÐ→ψ

′
ϕ

σÐ→ ϕ
′

ϕ U ψ
σÐ→ψ

′∨(ϕ ′∧(ϕ U ψ))

Figure 5: Rules for formula progression

ϕ = ϕ
′∧ψ

′: Follows from inductive hypotheses as Pr preserves greatest lower and least upper
bounds.

ϕ = ϕ
′: Follows from inductive hypotheses as the prepend operator ▷ commutes with Pr.

ϕ = ϕ
′ U ψ

′: Because Pr commutes with ▷ and preserves least upper and greatest lower bounds,
we can show that Pr(⋃☇ k∈N f k(Jψ

′K3 T)), where f (X) = ▷X ∩ JϕK3 T, is equal to
⋃k∈Ngk(Pr(Jψ

′K3 T)) where g(X) = ▷X ∩Pr(Jϕ
′K3 T) by induction on on the natu-

ral number k. By the inductive hypotheses, this is equal to ⋃k∈Ngk(Jψ
′K T) where

g(X) =▷X ∩ Jϕ
′K T. This can be shown by another simple induction to be equal to the

original definition in the conventional LTL semantics {t ∣ ∃k.(∀i < k.t∣i ∈ Jϕ
′K T)∧ t∣k ∈

Jψ
′K T}. The cases for the F answer are proved similarly.

Because of this equivalence theorem, we can now express the relationship between the set for T and
the set for F in our LTL3 semantics. In LTL3, while the two sets do not overlap, they are not perfect
complements of each other as they were in conventional LTL, as definitive sets are not closed under
complement. Instead, the F set is the definitive set corresponding to the linear-time temporal property
containing all infinite traces not in the T set.

Theorem 8 (Excluded Middle). For all formulae ϕ:

JϕK3 T = ☇(Σω ∖ JϕK3 F) and JϕK3 F = ☇(Σω ∖ JϕK3 T)

Proof. It is a straightforward consequence of Theorem 4 that JϕK T = Σ
ω ∖ JϕK F (*). Then:

JϕK3 T = Df(Pr(JϕK3 T)) (Theorem 2)
= Df(JϕK T) (Theorem 7)
= Df(Σω ∖ JϕK F) (*)
= Df(Σω ∖Pr(JϕK3 F)) (Theorem 7)
= Df(Σω ∖(JϕK3 F∩Σ

ω)) (Definition of Pr)
= ☇(Σω ∖ JϕK3 F) (Definition of Df)

5 Formula Progression

Formula progression is a technique first introduced by Kabanza et al. [BK96, KT05] that evaluates a for-
mula stepwise against states in a style reminiscent of operational semantics or the Brzozowski derivative.
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This technique was used by O’Connor and Wickström [OW22] as the basis for their testing algorithm,
and by Bauer and Falcone [BF12] for decentralised monitoring of component-based systems. Figure 5
gives an overview of formula progression rules for LTL. The judgement ϕ

σÐ→ψ states that, to prove ϕ , it
suffices to prove ψ for the tail of our trace if the head of our trace is σ ∈ Σ. Note that these rules are total
and syntax-directed on the left-hand formula ϕ . This means that these rules taken together constitute a
definition of a total function that takes ϕ and σ as input and produces ψ as output. We generalise this no-
tation to finite prefixes, so that for a finite trace t =σ0 . . .σn, the notation ϕ

tÐ→ψ just means ϕ
σ0Ð→⋯ σnÐ→ψ .

Repeated application of these rules, however, can lead to exponential blowup in the size of the formula.
While both O’Connor and Wickström [OW22] and Bauer and Falcone [BF12] report that interleaving
this progression with formula simplification at each step keeps the formulae tractable for most practical
use cases, Roşu and Havelund [RH05] warn that pathological exponential cases still exist.

Bauer and Falcone [BF12] state that formula progression can serve as an alternative semantics for
LTL3 on finite traces, where a formula ϕ is considered definitively true for a finite trace t iff ϕ

tÐ→ ⊺,
definitively false iff ϕ

tÐ→ �, and is unknown otherwise. While it goes unmentioned in their paper, here
the implicit simplification steps are not just a performance optimisation, but are vital to ensure that the
semantics given via formula progression is complete with respect to the standard LTL3 semantics. To
see why, consider the formula a. Let σa be a state where a ∈ σa. Then the formula a should be
considered definitively true for the trace consisting of just σa. The formula generated by our formula
progression rules, however, would be ⊺∨(⊺∧ a), which yields the desired formula ⊺ only after logical
simplifications are applied. While in this case, the simplifications required are just identities of proposi-
tional logic, in general such straightforward simplifications alone are insufficient. For example, consider
the formula ( a)∨( ¬a). According to the semantics of LTL3 presented above, this formula should
be considered definitively true for the empty trace ε , as it is a tautology. Temporally local simplifications
such as those used by O’Connor and Wickström [OW22], however, would not be able to determine that
this formula is a tautology until after one state has been observed. Therefore, in order for formula pro-
gression to align correctly with the semantics of LTL3, the simplification must transform all tautologies
into ⊺ and all absurdities into �. A simple, although slow way to implement such a simplifier would be
to convert both the formula and its negation into Büchi automata, and perform cycle detection to check
for emptiness. For our development, we abstract away from such syntactic simplification procedures
by working only on the level of our model-based semantics. As can be seen in our Theorem 11 given
below, we do not seek a specific syntactic tautology ⊺ or absurdity �, but rather refer to any formula with
trivial semantics. A purely syntactic characterisation, by contrast, would require a full accounting of the
simplification procedure, which is outside the scope of our development here.

The rules given in Figure 5 operate on one state at at a time, whereas our semantics are on the level of
entire traces. Therefore, in order to show soundness and completeness (for finite traces) of our formula
progression rules with respect to our semantics, we must first prove two lemmas which relate a single
step of formula progression to our semantics.

The first lemma states that for one step of formula progression ϕ
σÐ→ ϕ

′, prepending σ to the traces
that satisfy/refute the output formula ϕ

′ yields traces that satisfy (resp. refute) the input formula ϕ .

Theorem 9. Let ϕ and ϕ
′ be formulae and σ be a state such that ϕ

σÐ→ ϕ
′. Then:

• ▷(Jϕ
′K3 T)∩{t ∣ t0 = σ} ⊆ JϕK3 T

• ▷(Jϕ
′K3 F)∩{t ∣ t0 = σ} ⊆ JϕK3 F

Proof. The two statements are shown simultaneously by structural induction on the formula ϕ (which, as
our rules are syntax directed, uniquely determines the output formula ϕ

′). The base cases for ϕ = ⊺ and
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ϕ = a as well as the inductive cases for the next operator follow directly from definitions. Of the other
inductive cases, the cases for conjunction and disjunction require the use of the distributive properties of
the lattice of definitive sets, as well as the fact that the prepend operator ▷ distributes over intersection
and definitive union. The cases for negation follow directly from the inductive hypotheses, whereas the
cases for the until operator U require unfolding of the big unions and intersections in the definition of
the semantic operator U 3 by one step.

The second lemma states that those traces that satisfy the input formula ϕ and begin with the state σ will
have tails that satisfy the output formula ϕ

′.

Theorem 10. Let ϕ and ϕ
′ be formulae and σ be a state such that ϕ

σÐ→ ϕ
′. Then:

• JϕK3 T ∩{t ∣ t0 = σ} ⊆▷(Jϕ
′K3 T)

• JϕK3 F ∩{t ∣ t0 = σ} ⊆▷(Jϕ
′K3 F)

Proof. As with Theorem 9, the two statements are shown simultaneously by structural induction on the
formula ϕ . The base cases and the cases for the next operator are shown just by unfolding definitions,
the cases for conjunction and disjunction are shown by use of distributive properties including those of
the prepend operator ▷, negation proceeds directly from the induction hypotheses, and the until operator
U requires unfolding of the semantic operator U 3 by one step.

By combining these two lemmas, we can inductively prove a theorem that relates formula progression
to our semantics on the level of entire finite traces. This resembles the informal definition of formula
progression semantics given by Bauer and Falcone [BF12], but with the syntactic requirement that the
ultimate formula be ⊺ or � replaced by a semantic requirement that it has trivial semantics.

Theorem 11. Let t ∈ Σ
∗ be a finite trace. Then, for all formulae ϕ and ϕ

′ where ϕ
tÐ→ ϕ

′:

• t ∈ JϕK3 T if and only if Jϕ
′K3 T = Σ

∞.

• t ∈ JϕK3 F if and only if Jϕ
′K3 F = Σ

∞.

Proof. By induction on the length of the trace t (where ϕ and ϕ
′ are kept arbitrary). The second statement

for F is proved identically to the first for T, so we present the proof only for T here.

Base Case (t = ε) It suffices to show that ε ∈ JϕK3 T iff JϕK3 T = Σ
∞. Because JϕK3 T is a definitive set,

and any extension of a definitive prefix is also a definitive prefix, as ε is in JϕK3 T, we can conclude
that all traces (i.e. extensions of ε) are in JϕK3 T. The reverse direction of the iff is straightforward.

Inductive Case (t = σu) We know that ϕ0
σÐ→ ϕ

uÐ→ ϕ
′ and have the inductive hypothesis that u ∈ JϕK3 T

⇐⇒ Jϕ
′K3 T=Σ

∞. We must show that σu ∈ Jϕ0K3 T ⇐⇒ Jϕ
′K3 T=Σ

∞. Therefore, by the inductive
hypothesis, it suffices to show σu ∈ Jϕ0K3 T ⇐⇒ u ∈ JϕK3 T. Showing each direction separately:

Ô⇒ By Theorem 10 we can conclude that σu ∈ ▷(JφK3 T) and thus that u ∈ JϕK3 T by the
definition of the prepend operator ▷.

⇐Ô By the definition of the prepend operator ▷ we can conclude that σu ∈ ▷(JϕK3 T) and thus
that σu ∈ Jϕ0K3 T by Theorem 9.

Theorem 11 is both a soundness and completeness proof for formula progression semantics with respect
to our model-based semantics, up to finite traces. Soundness here means that a formula ϕ will only
evaluate in formula progression to a tautology for a trace t when t is in JϕK3 T, and likewise will only
evaluate to an absurdity when t is in t is in JϕK3 F. This is the ⇐Ô direction of the iff in Theorem 11.
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Completeness (or adequacy) up to finite traces means that all finite prefixes that definitively confirm the
formula will evaluate in formula progression to a tautology, and all finite prefixes that definitively refute
the formula will evaluate to an absurdity. This is the Ô⇒ direction of the iff in Theorem 11.

6 Discussion

6.1 Prefix Characterisations and Monitorability

Kupferman and Vardi [KV01] define the bad prefixes of a property P ⊆ Σ
ω as those finite prefixes that

cannot be extended to a trace that is in P, and further define good prefixes as those for whom all infinite
extensions are in P. For any linear-time temporal property P, we can see from our definitions that ☇P
consists of P along with all good prefixes of P. The bad prefixes of P can be obtained by taking the
definitive prefixes of the complement of P, i.e. ☇(Σω ∖P). Our answer-indexed families B→D can be
thought of as tracking both the good and bad prefixes of a property simultaneously, along with the infinite
traces that they approximate. That is, for a formula ϕ , JϕK3 T contains all infinite traces that satisfy ϕ as
well as the good prefixes of ϕ , and JϕK3 F contains all infinite traces that do not satisfy ϕ as well as the
bad prefixes of ϕ .

Bauer et al. [BLS10] further define ugly prefixes as those that cannot be finitely extended into good
nor bad prefixes. Note that the good, bad, and ugly prefixes do not constitute a complete classification
of all finite prefixes. For example, the prefix ppp . . . is not in Jp U qK3 T nor Jp U qK3 F, but it it not ugly
either, as it can be extended with q giving a good prefix, or with ∅ giving a bad prefix. Here, ∅ is the
state satisfying neither p nor q. The presence of ugly prefixes means that the formula is non-monitorable.

Aceto et al. [AAF+19] define monitorability positively, through a framework for synthesising moni-
tors from modal µ-calculus formulae. The semantics of these monitors resembles our formula progres-
sion semantics, and thus it may be interesting to find some connection (such as bisimilarity) between
these. Aceto et al. define monitorable formulae as those for which a monitor can be synthesised — we
conjecture that this definition and that of Bauer et al. [BLS10] coincide. They also define syntactic frag-
ments of modal µ-calculus that are monitorable for acceptance and violation, which is a useful syntactic
accounting of monitorability that may be transferable to LTL3. Like us, Aceto et al. give their semantics
of modal µ-calculus in terms of sets of traces, including sets of both finite and infinite traces (‘finfinite’
traces) — they do not, however, consider definitive prefixes, and as such their finfinite semantics does
not align with our LTL3 semantics.

6.2 Safety and Liveness

Linear-time temporal properties can be broadly categorised into safety properties, which state that some-
thing “bad” does not happen during execution, and liveness properties, which state that something “good”
will eventually happen during execution [Lam77]. Alpern and Schneider [AS85] provide a formal char-
acterisation by equipping Σ

ω with a metric space structure, where the distance between two traces is
measured inversely to the length of their longest common prefix. Then, safety properties are those sets
that are limit-closed (i.e. P = P) and liveness properties are those sets that are dense (i.e. P = Σ

ω ). The
key insight that enables this elegant characterisation is that a safety property can always be definitively
refuted by a finite prefix of a trace, whereas any finite prefix can be extended in such a way as to sat-
isfy a given liveness property. We also see in later work [KV01, HMS23] the concept of co-safety (or
guarantee) properties and co-liveness (or morbidity) properties, the complements of safety and liveness
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properties respectively. A co-safety property can always be definitively confirmed by a finite prefix of a
trace,2 whereas any finite prefix can be extended in such a way as to refute a given co-liveness property.

Our definitive sets include those finite prefixes that can confirm (or refute) the property, enabling us
to express these insights about finite prefixes directly. This provides an alternative characterisation that
we conjecture is equivalent to that of Alpern and Schneider [AS85].

Liveness Properties Liveness properties are those that can never be definitively refuted by a finite pre-
fix. Thus a definitive set X represents a liveness property iff all finite traces are prefixes of traces
in X , i.e. Σ

∗ ⊆ ↓X . A co-liveness property can never be definitively confirmed by a finite prefix.
As we saw in Theorem 8, the complement of a definitive set X is given by ☇(Σω ∖X). This gives
us a characterisation of co-liveness, where X represents a co-liveness property iff Σ

∗ ⊆ ↓(Σω ∖X).

Safety Properties Safety properties are those that can always be definitively refuted by a finite prefix,
but because our definitive sets include definitive confirmations and not refutations, it is easier to
begin with co-safety properties, which can always be definitively confirmed by a finite prefix.
That is, any infinite trace in the property must be an extension of some finite definitive prefix of
the property. Thus, a definitive set X represents a co-safety property iff X = ↑(X ∩Σ

∗). A safety
property is just the complement of a co-safety property, i.e. X is a safety property iff ☇(Σω ∖X) =
↑(☇(Σω ∖X)∩Σ

∗).

6.3 RV-LTL

LTL3 only gives definitive non-? answers, that is, a formula is judged to be true (resp. false) for a finite
trace t only if all extensions of that prefix t are also true (resp. false). As noted by Bauer et al. [BLS10],
this means that there exists a large class of formulae for which no definitive answers can be given for any
finite trace. For example, take the standard request/acknowledge format:

(r⇒ a)

which states that all requests (r) must eventually be acknowledged (a). For every finite prefix u, we have
urω ∈ JϕK3 F and uaω ∈ JϕK3 T. As the F and T answers are non-overlapping (Theorem 8), u must not be a
definitive prefix. Therefore, all finite prefixes are not definitive, meaning that LTL3 cannot give a non-?
answer for any finite trace. To remedy this, Bauer et al. [BLS07, BLS10] propose RV-LTL, a dialect of
LTL specifically for the domain of runtime verification. RV-LTL is more accurately an ad-hoc layering
of LTL3 on top of Pnueli’s LTL for finite traces (here notated ⊧F). Where LTL3 would give the ? answer,
RV-LTL instead gives a presumptive answer (⊺p or �p ) based on the answer obtained from Pnueli’s finite
LTL:

[u ⊧ ϕ]RV =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⊺ if [u ⊧ ϕ]3 = ⊺
� if [u ⊧ ϕ]3 = �
⊺p if [u ⊧ ϕ]3 = ? and u ⊧F ϕ

�p if [u ⊧ ϕ]3 = ? and u ⊭F ϕ

Intuitively, after a finite prefix u, a definitive answer (⊺ or �) is unchangeable no matter how the prefix is
extended, whereas a presumptive answer (⊺p or �p ) only applies if execution is stopped at that point.

2Thus, co-safety could be seen as an alternative formalisation of Lamport’s informal concept of a liveness property [Lam77],
different from the standard formalisation of [AS85].
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If the property in question is a safety property, then the only presumptive answer possible is ⊺p,
and likewise for co-safety properties and �p. This means that for properties at the bottom of the safety-
progress hierarchy [CMP93], LTL3 is sufficient, as the single ? answer can be interpreted as ⊺p or �p

respectively. However, as noted by Bauer et al. [BLS10], there are monitorable properties such as ((p∨
q) U r)∨ p for which both ⊺p and �p answers are possible (consider qqqq . . . and pppp . . .).

Like LTL3 previously, the semantics of RV-LTL is presented only in terms of other logics. We believe
that an inductive semantics can be designed along similar principles to that of LTL3 given in the present
paper, where our answer indexed-families instead produce four sets, two of which are definitive, rather
than the two definitive sets we provide for LTL3.

As noted by O’Connor and Wickström [OW22], Pnueli’s finite LTL is a logic of finite completed
traces, so the decision to judge partial traces as completed for the purpose of giving presumptive answers
in RV-LTL is ad-hoc and can produce rather arbitrary answers for properties higher in the safety-progress
hierarchy. For example, consider a system where a flashing light consistently alternates between On and
Off states:

On Off On Off ⋯
A simple property that we might wish to monitor for this system is that the light is On infinitely often:

On

As this formula nests and operators, it is definitive in neither positive nor negative cases and will
only give presumptive answers. But the presumptive answer given in RV-LTL depends only on the very
last observed status of the light. For a trace where the light continuously alternates off and on, as above,
we might intuitively say that presumptive answer ought to be true, but this formula would be considered
presumptively false if our observation happens to end in a state where the light is off. Thus, the truth
value obtained for this formula is overly sensitive to the point at which our finite observation ceases.

One potential approach that may provide a more robust logic for finite traces would be to first de-
compose the property into LTL3-monitorable and non-monitorable components, and, where possible,
combine the answers obtained by monitoring each monitorable component separately. Such decomposi-
tions are very general: for example, Alpern and Schneider [AS85] famously prove that all properties are
the intersection of a safety (i.e. LTL3-monitorable) property and a liveness property. We conjecture that
there will be some configuration of this approach whose answers coincide with RV-LTL, but it will be
interesting future work to explore the design space here.

7 Conclusion

We have presented a new, inductive, model-based semantic accounting of LTL3 in terms of answer-
indexed families of definitive sets, and in the process shown that LTL3 is more accurately described as
a more detailed presentation of conventional LTL, rather than a distinct logic in its own right. We have
formalised the popular formula progression technique used in runtime verification and testing scenarios,
and proved it sound and complete with respect to our semantics. All of our work has been mechanised
in over 1700 lines of Isabelle/HOL proof script.

We anticipate that our theory of definitive sets will provide a semantic foundation for other logics
of partial traces, such as the LTL± of Eisner et al. [EFH+03], QuickLTL from O’Connor and Wick-
ström [OW22], or the aforementioned RV-LTL [BLS10]. Our answer-indexed families may also be
applicable to other multi-valued logics. Examples include rLTL [TN16], RV-LTL [BLS10], and the five-
valued logic of Chai et al. [CS14]. We intend, in future work, to develop logics that go beyond just
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the definitive prefixes of LTL3, giving presumptive or probabilistic answers when definitive answers are
unavailable.
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Reversible systems exhibit both forward computations and backward computations, where the aim
of the latter is to undo the effects of the former. Such systems can be compared via forward-reverse
bisimilarity as well as its two components, i.e., forward bisimilarity and reverse bisimilarity. The
congruence, equational, and logical properties of these equivalences have already been studied in
the setting of sequential processes. In this paper we address concurrent processes and investigate
compositionality and axiomatizations of forward bisimilarity, which is interleaving, and reverse and
forward-reverse bisimilarities, which are truly concurrent. To uniformly derive expansion laws for the
three equivalences, we develop encodings based on the proved trees approach of Degano & Priami.
In the case of reverse and forward-reverse bisimilarities, we show that in the encoding every action
prefix needs to be extended with the backward ready set of the reached process.

1 Introduction

A reversible system features two directions of computation. The forward one coincides with the normal
way of computing. The backward one undoes the effects of the forward one so as to return to a consistent
state, i.e., a state that can be encountered while moving in the forward direction. Reversible computing
has attracted an increasing interest due to its applications in many areas, including low-power com-
puting [34, 6], program debugging [30, 38], robotics [40], wireless communications [53], fault-tolerant
systems [23, 55, 35, 54], biochemical modeling [49, 50], and parallel discrete-event simulation [44, 52].

Returning to a consistent state is not an easy task to accomplish in a concurrent system, because the
undo procedure necessarily starts from the last performed action and this may not be uniquely identifiable
due to concurrency. The usually adopted strategy is that an action can be undone provided that all the
actions it subsequently caused, if any, have been undone beforehand [22]. In this paper we focus on
reversible process calculi, for which there are two approaches – later shown to be equivalent in [36] –
to keep track of executed actions and revert computations in a causality-consistent way.

The dynamic approach of [22, 33] yielded RCCS (R for reversible) and its mobile variants [37, 21].
RCCS is an extension of CCS [41] that uses stack-based memories attached to processes so as to record
executed actions and subprocesses discarded upon choices. A single transition relation is defined, while
actions are divided into forward and backward thereby resulting in forward and backward transitions.
This approach is adequate in the case of very expressive calculi as well as programming languages.

The static approach of [45] proposed a general method to reverse calculi, of which CCSK (K for keys)
and its quantitative variants [10, 14, 11, 12] are a result. The idea is to retain within the process syntax all
executed actions, which are suitably decorated, and all dynamic operators, which are thus made static.
A forward transition relation and a backward transition relation are defined separately. Their labels are
actions extended with communication keys so as to know, upon generating backward transitions, which
actions synchronized with each other. This approach is very handy to deal with basic process calculi.

A systematic study of compositionality and axiomatization of strong bisimilarity in reversible pro-
cess calculi has started in [13], both for nondeterministic processes and for Markovian processes. Then
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0_ O/|| 0_a. b.

0_ O/||a . 0_b .

0_ O/|| 0_ba. .

0_ 0_+b.a. b.a.

0_ 0_a . +b. b.a.

0_ 0_b .a . +b.a.

0_ b . 0_+b.a. a.
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a b

b a

Figure 1: Forward, reverse, and forward-reverse bisimilarities at work: interleaving vs. true concurrency

compositionality and axiomatization of weak bisimilarity as well as modal logic characterizations for
strong and weak bisimilarities have been investigated in [8, 9] for the nondeterministic case. That study
compares the properties of forward-reverse bisimilarity ∼FRB [45] with those of its two components, i.e.,
forward bisimilarity ∼FB [43, 41] and reverse bisimilarity ∼RB. The reversible process calculus used
in that study is minimal. Similar to [26], its semantics relies on a single transition relation, where the
distinction between going forward or backward in the bisimulation game is made by matching outgoing
or incoming transitions respectively. As a consequence, similar to [17] executed actions can be deco-
rated uniformly, without having to resort to external stack-based memories [22] or communication keys
associated with those actions [45].

A substantial limitation of [13, 8, 9] is the absence of the parallel composition operator in the calcu-
lus, motivated by the need of remaining neutral with respect to interleaving view vs. true concurrency.
Unlike forward bisimilarity, as noted in [45] forward-reverse bisimilarity – and also reverse bisimilarity –
does not satisfy the expansion law of parallel composition into a nondeterministic choice among all pos-
sible action sequencings. In Figure 1 we depict two labeled transition systems respectively representing
a process that can perform action a in parallel with action b (a .0∥ /0 b .0 using a CSP-like parallel com-
position [19]) and a process that can perform either a followed by b or b followed by a (a .b .0+b .a .0
with + denoting a CCS-like choice [41]), where a ̸= b and † decorates executed actions.

The forward bisimulation game yields the usual interleaving setting in which the two top states are
related, the two pairs of corresponding intermediate states are related, and the three bottom states are
related. However, the three bottom states are no longer related if we play the reverse bisimulation game,
as the state on the left has two differently labeled incoming transitions while either state on the right has
only one. The remaining pairs of states are related by reverse bisimilarity as they have identically labeled
incoming transitions, whereas they are told apart by forward-reverse bisimilarity due to the failure of the
interplay between outgoing and incoming transitions matching. More precisely, any two corresponding
intermediate states are not forward-reverse bisimilar because their identically labeled outgoing transitions
reach the aforementioned inequivalent bottom states. In turn, the two initial states are not forward-reverse
bisimilar because their identically labeled outgoing transitions reach the aforementioned inequivalent
intermediate states. A new level of complexity thus arises from the introduction of parallel composition.

For the sake of completeness, we recall that an interleaving view can be restored by considering
computation paths (instead of states) like in the back-and-forth bisimilarity of [26]. Besides causality,
this choice additionally preserves history, in the sense that backward moves are constrained to take place
along the path followed in the forward direction even in the presence of concurrency. For instance, in the
labeled transition system on the left, after performing a and then b it is not possible to undo a before b
although there are no causality constraints between those two actions.
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In this paper we add parallel composition and then extend the axiomatizations of the three strong
bisimilarities examined in [13] via expansion laws. The usual technique consists of introducing normal
forms, in which only action prefix and alternative composition occur, along with expansion laws, through
which occurrences of parallel composition are progressively eliminated. Although this originated in the
interleaving setting for forward-only calculi [32] to identify processes such as a .0∥ /0 b .0 and a .b .0+
b .a .0, it was later exploited also in the truly concurrent spectrum [31, 28] to distinguish processes
like the aforementioned two. This requires an extension of the syntax that adds suitable discriminating
information within action prefixes. For example:

• Causal bisimilarity [24, 25] (corresponding to history-preserving bisimilarity [51]): every action
is enriched with the set of its causing actions, each of which is expressed as a numeric back-
ward pointer, so that the former process is expanded to <a, /0>.<b, /0>.0+<b, /0>.<a, /0>.0
while the latter process becomes <a, /0>.<b,{1}>.0+<b, /0>.<a,{1}>.0.

• Location bisimilarity [18] (corresponding to local history-preserving bisimilarity [20]): every ac-
tion is enriched with the name of the location in which it is executed, so that the former pro-
cess is expanded to <a, la>.<b, lb>.0 +<b, lb>.<a, la>.0 while the latter process becomes
<a, la>.<b, lalb>.0+<b, lb>.<a, lbla>.0.

• Pomset bisimilarity [15]: instead of a single action, a prefix may contain the combination of several
independent actions that are executed simultaneously, so that the former process is expanded to
a .b .0+b .a .0+(a∥ b) .0 while the latter process is unchanged.

A unifying framework for addressing both interleaving and truly concurrent semantics along with
their expansion laws was developed in [27]. The idea is to label every transition with a proof term [16,
17], which is an action preceded by the operators in the scope of which the action occurs. The semantics
of interest then drives an observation function that maps proof terms to the required observations. In the
interleaving case proof terms are reduced to the actions they contain, while in the truly concurrent case
they are transformed into actions extended with discriminating information as exemplified above.

In this paper we apply the proved trees approach of [27] to develop expansion laws for forward,
reverse, and forward-reverse bisimilarities. This requires understanding which additional discriminating
information is needed inside prefixes for the last two equivalences. While this is rather straightforward
for the truly concurrent semantics recalled above – the considered information is already present in the
original transition labels – it is not obvious in our case because original transitions are labeled just with
actions. However, by looking at the three bottom states in Figure 1, one can realize that they have
different backward ready sets, i.e., sets of actions labeling incoming transitions: {b,a},{b},{a}.

We show that backward ready sets indeed constitute the information that is necessary to add within
action prefixes for reverse and forward-reverse bisimilarities, by means of a suitable process encoding.
Moreover, we provide an adequate treatment of concurrent processes in which independent actions have
been executed on both sides of the parallel composition because, e.g., a†.0∥ /0 b†.0 cannot be expanded to
something like a†.b†.0+b†.a†.0 in that only one branch of an alternative composition can be executed.

This paper is organized as follows. In Section 2 we extend the syntax of the reversible process
calculus of [13] by adding a parallel composition operator, we reformulate its operational semantics
by following the proved trees approach of [27], and we rephrase the definitions of forward, reverse,
and forward-reverse bisimilarities of [13]. In Section 3 we illustrate the next steps of the proved trees
approach, i.e., the definition of observation functions and process encodings. In Sections 4 and 5
we respectively develop axioms for forward bisimilarity, including an interleaving-style expansion law,
and for reverse and forward-reverse bisimilarities, including expansion laws based on extending action
prefixes with backward ready sets. In Section 6 we provide some concluding remarks.
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2 From Sequential Reversible Processes to Concurrent Ones

Starting from the sequential reversible calculus considered in [13], in this section we extend its syntax
with a parallel composition operator in the CSP style [19] (Section 2.1) and its semantics according to
the proved trees approach [27] (Section 2.2). Then we rephrase forward, reverse, and forward-reverse
bisimilarities and show that they are congruences with respect to the additional operator (Section 2.3).

2.1 Syntax of Concurrent Reversible Processes

Given a countable set A of actions including an unobservable action denoted by τ , the syntax of concur-
rent reversible processes extends the one in [13] as follows:

P ::= 0 | a .P | a†.P | P+P | P∥L P
where a ∈ A, † decorates executed actions, L ⊆ A\{τ}, and:

• 0 is the terminated process.

• a .P is a process that can execute action a and whose forward continuation is P.

• a†.P is a process that executed action a and whose forward continuation is inside P, which can
undo action a after all executed actions within P have been undone.

• P1 +P2 expresses a nondeterministic choice between P1 and P2 as far as neither has executed any
action yet, otherwise only the one that was selected in the past can move.

• P1 ∥L P2 expresses the parallel composition of P1 and P2, which proceed independently of each
other on actions in L̄ = A\L while they have to synchronize on every action in L.

As in [13] we can characterize some important classes of processes via as many predicates. Firstly,
we define initial processes, in which all actions are unexecuted and hence no †-decoration appears:

initial(0)
initial(a .P) if initial(P)

initial(P1 +P2) if initial(P1)∧ initial(P2)
initial(P1 ∥L P2) if initial(P1)∧ initial(P2)

Secondly, we define well-formed processes, whose set we denote by P , in which both unexecuted
and executed actions can occur in certain circumstances:

wf(0)
wf(a .P) if initial(P)

wf(a†.P) if wf(P)
wf(P1 +P2) if (wf(P1)∧ initial(P2))∨ (initial(P1)∧wf(P2))
wf(P1 ∥L P2) if wf(P1)∧wf(P2)

Well formedness not only imposes that every unexecuted action is followed by an initial process, but also
that in every alternative composition at least one subprocess is initial. Multiple paths arise in the presence
of both alternative (+) and parallel (∥L) compositions. However, at each occurrence of the former, only
the subprocess chosen for execution can move. Although not selected, the other subprocess is kept as
an initial subprocess within the overall process in the same way as executed actions are kept inside the
syntax [17, 45], so as to support reversibility. For example, in a†.b .0+ c .d .0 the subprocess c .d .0
cannot move as a was selected in the choice between a and c.

It is worth noting that:

• 0 is both initial and well-formed.
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(ACTf)
initial(P)

a .P a−→ a†.P
(ACTp)

P θ−→P′

a†.P .θ−→ a†.P′

(CHOl)
P1

θ−→P′
1 initial(P2)

P1 +P2
.+θ−→P′

1 +P2

(CHOr)
P2

θ−→P′
2 initial(P1)

P1 +P2
+.θ−→P1 +P′

2

(PARl)
P1

θ−→P′
1 act(θ) /∈ L

P1 ∥L P2
Uθ−→P′

1 ∥L P2

(PARr)
P2

θ−→P′
2 act(θ) /∈ L

P1 ∥L P2
Tθ−→P1 ∥L P′

2

(SYN)
P1

θ1−→P′
1 P2

θ2−→P′
2 act(θ1) = act(θ2) ∈ L

P1 ∥L P2
⟨θ1,θ2⟩−−−→P′

1 ∥L P′
2

Table 1: Proved operational semantic rules for concurrent reversible processes

• Any initial process is well-formed too.

• P also contains processes that are not initial like, e.g., a†.b .0, which can either do b or undo a.

• In P the relative positions of already executed actions and actions to be executed matter. Precisely,
an action of the former kind can never occur after one of the latter kind. For instance, a†.b .0 ∈P
whereas b .a†.0 /∈ P .

• In P the subprocesses of an alternative composition can be both initial, but cannot be both non-
initial. As an example, a .0+b .0 ∈ P whilst a†.0+b†.0 /∈ P .

2.2 Proved Operational Semantics

According to [45], in the semantic rules dynamic operators such as action prefix and alternative com-
position have to be made static, so as to retain within the syntax all the information needed to enable
reversibility. Unlike [45], we do not generate a forward transition relation and a backward one, but a
single transition relation that, like in [26], we deem to be symmetric in order to enforce the loop prop-
erty [22]: every executed action can be undone and every undone action can be redone. In our setting,
a backward transition from P′ to P is subsumed by the corresponding forward transition t from P to P′.
As we will see in the definition of behavioral equivalences, like in [26] we view t as an outgoing transition
of P when going forward, while we view t as an incoming transition of P′ when going backward.

Unlike [13], as a first step based on [27] towards the derivation of expansion laws for parallel compo-
sition we provide a very concrete semantics in which every transition is labeled with a proof term [16, 17].
This is an action preceded by the sequence of operator symbols in the scope of which the action occurs.
In the case of a binary operator, the corresponding symbol also specifies whether the action occurs to the
left or to the right. The syntax that we adopt for the set Θ of proof terms is the following:

θ ::= a | .θ | .+θ |+.θ | Uθ | Tθ | ⟨θ ,θ⟩
The proved semantic rules in Table 1 extend the ones in [13] and generate the proved labeled transi-

tion system (P,Θ,−→) where −→⊆P×Θ×P is the proved transition relation. We denote by P⊊P
the set of processes that are reachable from an initial one via −→. Not all well-formed processes are
reachable; for example, a†.0∥{a} 0 is not reachable from a .0∥{a} 0 as action a on the left cannot syn-
chronize with any action on the right. We indicate with Pinit the set of initial processes in P.
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The first rule for action prefix (ACTf where f stands for forward) applies only if P is initial and
retains the executed action in the target process of the generated forward transition by decorating the
action itself with †. The second rule (ACTp where p stands for propagation) propagates actions of inner
initial subprocesses by putting a dot before them in the label for each outer executed action prefix.

In both rules for alternative composition (CHOl and CHOr where l stands for left and r stands for
right), the subprocess that has not been selected for execution is retained as an initial subprocess in the
target process of the generated transition. When both subprocesses are initial, both rules for alternative
composition are applicable, otherwise only one of them can be applied and in that case it is the non-initial
subprocess that can move, because the other one has been discarded at the moment of the selection.

The rules for parallel composition make use of partial function act : Θ ⇀ A to extract the action from
a proof term θ . The function is defined by induction on the syntactical structure of θ as follows:

act(a) = a
act(.θ ′) = act(.+θ ′) = act(+.θ ′) = act(Uθ ′) = act(Tθ ′) = act(θ ′)

act(⟨θ1,θ2⟩) = act(θ1) if act(θ1) = act(θ2)
In the first two rules (PARl and PARr), a single subprocess proceeds by performing an action not belong-
ing to L. In the third rule (SYN), both subprocesses synchronize on an action in L.

Every process may have several outgoing transitions and, if it is not initial, has at least one incoming
transition. Due to the decoration of executed actions inside the process syntax, over the set Pseq of
sequential processes – in which there are no occurrences of parallel composition – every non-initial
process has exactly one incoming transition, the underlying labeled transition systems turn out to be
trees, and well formedness coincides with reachability [13].

Example 2.1 The proved labeled transition systems generated by the rules in Table 1 for the two initial
sequential processes a .0+a .0 and a .0 are depicted below:

0_a . 0_a . 0_a . +

+a.+a.

0_a . 0_a . + 0_a . 0_a . + 0_a . 

a

.

In the case of a forward-only process calculus, a single a-transition would be generated from a .0+a .0
to 0 due to the absence of action decorations within processes.

2.3 Forward, Reverse, and Forward-Reverse Bisimilarities

We rephrase the definitions given in [13] of forward bisimilarity [43, 41] (only outgoing transitions),
reverse bisimilarity (only incoming transitions), and forward-reverse bisimilarity [45] (both kinds of
transitions) because transition labels now are proof terms. Since we focus on the actions contained in
those terms, the distinguishing power of the three equivalences does not change with respect to [13].

Definition 2.2 We say that P1,P2 ∈ P are forward bisimilar, written P1 ∼FB P2, iff (P1,P2) ∈ B for
some forward bisimulation B. A symmetric relation B over P is a forward bisimulation iff, whenever
(P1,P2) ∈ B, then:

• For each P1
θ1−→P′

1 there exists P2
θ2−→P′

2 such that act(θ1) = act(θ2) and (P′
1,P

′
2) ∈ B.

Definition 2.3 We say that P1,P2 ∈ P are reverse bisimilar, written P1 ∼RB P2, iff (P1,P2) ∈ B for
some reverse bisimulation B. A symmetric relation B over P is a reverse bisimulation iff, whenever
(P1,P2) ∈ B, then:

• For each P′
1

θ1−→P1 there exists P′
2

θ2−→P2 such that act(θ1) = act(θ2) and (P′
1,P

′
2) ∈ B.
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Definition 2.4 We say that P1,P2 ∈ P are forward-reverse bisimilar, written P1 ∼FRB P2, iff (P1,P2) ∈ B
for some forward-reverse bisimulation B. A symmetric relation B over P is a forward-reverse bisimu-
lation iff, whenever (P1,P2) ∈ B, then:

• For each P1
θ1−→P′

1 there exists P2
θ2−→P′

2 such that act(θ1) = act(θ2) and (P′
1,P

′
2) ∈ B.

• For each P′
1

θ1−→P1 there exists P′
2

θ2−→P2 such that act(θ1) = act(θ2) and (P′
1,P

′
2) ∈ B.

Example 2.5 The two initial processes considered in Example 2.1 are identified by all the three equiva-
lences. This is witnessed by any bisimulation that contains the pairs (a .0+a .0,a .0), (a†.0+a .0,a†.0),
and (a .0+a†.0,a†.0).

As observed in [13], ∼FB is not a congruence with respect to alternative composition, e.g.:
a†.b .0 ∼FB b .0 but a†.b .0+ c .0 ̸∼FB b .0+ c .0

because in a†.b .0+ c .0 action c is disabled by virtue of the already executed action a†, while in b .0+
c .0 action c is enabled as there are no past actions preventing it from occurring. This problem, which
does not show up for ∼RB and ∼FRB because they cannot identify an initial process with a non-initial
one, led in [13] to the following variant of ∼FB that is sensitive to the presence of the past.

Definition 2.6 We say that P1,P2 ∈ P are past-sensitive forward bisimilar, written P1 ∼FB:ps P2, iff
(P1,P2)∈B for some past-sensitive forward bisimulation B. A relation B over P is a past-sensitive for-
ward bisimulation iff it is a forward bisimulation where initial(P1)⇐⇒ initial(P2) for all (P1,P2) ∈ B.

Since ∼FB:ps is sensitive to the presence of the past, we have that a†.b .0 ̸∼FB:ps b .0, but it is still
possible to identify non-initial processes having a different past like, e.g., a†

1 .P and a†
2 .P. It holds

that ∼FRB ⊊ ∼FB:ps ∩ ∼RB, with ∼FRB=∼FB:ps over initial processes as well as ∼FB:ps and ∼RB being
incomparable because, e.g., for a1 ̸= a2:

a†
1 .P ∼FB:ps a†

2 .P but a†
1 .P ̸∼RB a†

2 .P
a1 .P ∼RB a2 .P but a1 .P ̸∼FB:ps a2 .P

It is easy to establish two necessary conditions for the considered bisimilarities. Following the ter-
minology of [42, 7], the two conditions respectively make use of the forward ready set in the forward
direction and the backward ready set in the backward direction; the latter condition will be exploited
when developing the expansion laws for ∼RB and ∼FRB. We proceed by induction on the syntactical
structure of P ∈ P to define its forward ready set frs(P) ⊆ A, i.e., the set of actions that P can immedi-
ately execute (labels of its outgoing transitions), as well as its backward ready set brs(P) ⊆ A, i.e., the
set of actions whose execution led to P (labels of its incoming transitions):

frs(0) = /0 brs(0) = /0
frs(a .P′) = {a} brs(a .P′) = /0

frs(a†.P′) = frs(P′) brs(a†.P′) =

ß
{a} if initial(P′)
brs(P′) if ¬initial(P′)

frs(P1 +P2) =


frs(P1)∪ frs(P2) if initial(P1)∧ initial(P2)
frs(P1) if ¬initial(P1)∧ initial(P2)
frs(P2) if initial(P1)∧¬initial(P2)

brs(P1 +P2) =


/0 if initial(P1)∧ initial(P2)
brs(P1) if ¬initial(P1)∧ initial(P2)
brs(P2) if initial(P1)∧¬initial(P2)

frs(P1 ∥L P2) = (frs(P1)∩ L̄)∪ (frs(P2)∩ L̄)∪ (frs(P1)∩ frs(P2)∩L)
brs(P1 ∥L P2) = (brs(P1)∩ L̄)∪ (brs(P2)∩ L̄)∪ (brs(P1)∩brs(P2)∩L)
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Proposition 2.7 Let P1,P2 ∈ P. Then:

1. If P1 ∼ P2 for ∼∈ {∼FB,∼FB:ps,∼FRB}, then frs(P1) = frs(P2).

2. If P1 ∼ P2 for ∼∈ {∼RB,∼FRB}, then brs(P1) = brs(P2).

In [13] it has been shown that all these four bisimilarities are congruences with respect to action pre-
fix, while only ∼FB:ps, ∼RB, and ∼FRB are congruences with respect to alternative composition too, with
∼FB:ps being the coarsest congruence with respect to + contained in ∼FB. Sound and ground-complete
equational characterizations have also been provided for the three congruences. Here we show that all
these bisimilarities are congruences with respect to the newly added operator, i.e., parallel composition.

Theorem 2.8 Let ∼∈ {∼FB,∼FB:ps,∼RB,∼FRB} and P1,P2 ∈ P. If P1 ∼ P2 then P1 ∥L P ∼ P2 ∥L P and
P∥L P1 ∼ P∥L P2 for all P ∈ P and L ⊆ A\{τ} such that P1 ∥L P,P2 ∥L P,P∥L P1,P∥L P2 ∈ P.

3 Observation Functions and Process Encodings for Expansion Laws

Among the most important axioms there are expansion laws, which are useful to relate sequential spec-
ifications of systems with their concurrent implementations [41]. In the interleaving setting they can be
obtained quite naturally, whereas this is not the case under true concurrency. Thanks to the proved op-
erational semantics in Table 1, we can uniformly derive expansion laws for the interleaving bisimulation
congruence ∼FB:ps and the two truly concurrent bisimulation congruences ∼RB and ∼FRB by following
the proved trees approach of [27].

All we have to do is the introduction of three observation functions ℓF, ℓR, and ℓFR that respectively
transform the proof terms labeling all proved transitions into suitable observations according to ∼FB:ps,
∼RB, and ∼FRB. In addition to a specific proof term θ , as shown in [27] each such function, say ℓ, may
depend on other possible parameters in the proved labeled transition system generated by the semantic
rules in Table 1. Moreover, it must preserve actions, i.e., if ℓ(θ1) = ℓ(θ2) then act(θ1) = act(θ2).

Based on the corresponding ℓ, from each of the three aforementioned congruences we can thus derive
a bisimilarity in which, whenever (P1,P2) ∈ B, the forward clause requires that:

for each P1
ℓ(θ1)−−−→P′

1 there exists P2
ℓ(θ2)−−−→P′

2 such that ℓ(θ1) = ℓ(θ2) and (P′
1,P

′
2) ∈ B

while the backward clause requires that:

for each P′
1

ℓ(θ1)−−−→P1 there exists P′
2

ℓ(θ2)−−−→P2 such that ℓ(θ1) = ℓ(θ2) and (P′
1,P

′
2) ∈ B

We indicate with ∼FB:ps:ℓF , ∼RB:ℓR , and ∼FRB:ℓFR the three resulting bisimilarities.
To derive the corresponding expansion laws, the final step – left implicit in [27], see, e.g., the forth-

coming Definitions 5.1 and 5.3 – consists of lifting ℓ to processes so as to encode observations within
action prefixes. For a process P∈Pseq, the idea is to proceed by induction on the syntactical structure of P
as follows, where σ ∈ Θ∗

seq for Θseq = {., .+,+.}:
ℓσ (0) = 0

ℓσ (a .P′) = ℓ(σa) . ℓσ .(P′)
ℓσ (a†.P′) = ℓ(σa)†. ℓσ .(P′)

ℓσ (P1 +P2) = ℓ.+σ (P1)+ ℓ+.σ (P2)
Every sequential process P will thus be encoded as ℓε(P), so for example a .b .0+b .a .0 will become:
ℓ.+(a .b .0)+ ℓ+.(b .a .0) = ℓ(.+a) . ℓ.+.(b .0)+ ℓ(+.b) . ℓ+..(a .0) = ℓ(.+a) . ℓ(.+.b) .0+ ℓ(+.b) . ℓ(+..a) .0

Then, given two initial sequential processes expressed as follows due to the commutativity and asso-
ciativity of alternative composition (where any summation over an empty index set is 0):
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P1 = ∑
i∈I1

ℓ(θ1,i) .P1,i and P2 = ∑
i∈I2

ℓ(θ2,i) .P2,i

the idea is to encode their parallel composition via the following expansion law (where 0∥L 0 yields 0):
P1 ∥L P2 = ∑

i∈I1,act(θ1,i)/∈L
ℓ(Uθ1,i) .(P1,i ∥L P2)+ ∑

i∈I2,act(θ2,i)/∈L
ℓ(Tθ2,i) .(P1 ∥L P2,i) +

∑
i∈I1,act(θ1,i)∈L

∑
j∈I2,act(θ2, j)=act(θ1,i)

ℓ(⟨θ1,i,θ2, j⟩) .(P1,i ∥L P2, j)

For instance, a .0∥ /0 b .0, represented as ℓ(a) .0∥ /0 ℓ(b) .0, will be expanded as follows:
ℓ(U /0a) .(0∥ /0 ℓ(b) .0)+ ℓ(T /0b) .(ℓ(a) .0∥ /0 0) = ℓ(U /0a) . ℓ(T /0b) .0+ ℓ(T /0b) . ℓ(U /0a) .0

where, compared to the encoding of a .b .0+b .a .0, in general ℓ(.+a) ̸= ℓ(U /0a) ̸= ℓ(+..a) and ℓ(.+.b) ̸=
ℓ(T /0b) ̸= ℓ(+.b). The expansion laws for the cases in which the two sequential processes are not both
initial – which are specific to reversible processes and hence not addressed in [27] – are derived similarly.
We will see that care must be taken when both processes are non-initial because for example a†.0∥ /0 b†.0
cannot be expanded to ℓ(Ua)†. ℓ(Tb)†.0+ ℓ(Tb)†. ℓ(Ua)†.0 as the latter is not even well-formed due to
the presence of executed actions on both sides of the alternative composition.

In the next two sections we will investigate how to define the three observation functions ℓF, ℓR, and
ℓFR in such a way that the three equivalences ∼FB:ps:ℓF , ∼RB:ℓR , and ∼FRB:ℓFR respectively coincide with
the three congruences ∼FB:ps, ∼RB, and ∼FRB. As far as true concurrency is concerned, we point out that
the observation functions developed in [27] for causal semantics and location semantics were inspired
by additional information already present in the labels of the original semantics, i.e., backward pointers
sets [24] and localities [18] respectively. In our case, instead, the original semantics in Table 1 features
labels that are essentially actions, hence for reverse and forward-reverse bisimilarities we have to find out
the additional information necessary to discriminate, e.g., the processes associated with the three bottom
states in Figure 1.

4 Axioms and Expansion Law for ∼FB:ps

In this section we provide a sound and ground-complete axiomatization of forward bisimilarity over
concurrent reversible processes. As already mentioned, this behavioral equivalence complies with the
interleaving view of concurrency. Therefore, we can exploit the same observation function for interleav-
ing semantics used in [27], which we express as ℓF(θ) = act(θ) and immediately implies that ∼FB:ps:ℓF

coincides with ∼FB:ps. Moreover, no additional information has to be inserted into action prefixes, i.e.,
the lifting to processes of the observation function is accomplished via the identity function.

The set AF of axioms for ∼FB:ps is shown in Table 2 (where-clauses are related to P-membership).
All the axioms apart from the last one come from [13], where an axiomatization was developed over
sequential reversible processes. Axioms AF,1 to AF,4 – associativity, commutativity, neutral element,
and idempotency of alternative composition – coincide with those for forward-only processes [32]. Ax-
ioms AF,5 and AF,6 together establish that the presence of the past cannot be ignored, but the specific
past can be neglected when moving only forward. Likewise, axiom AF,7 states that a previously non-
selected alternative process can be discarded when moving only forward; note that it does not subsume
axioms AF,3 and AF,4 because P has to be non-initial.

Since due to axioms AF,5 and AF,6 we only need to remember whether some action has been executed
in the past, axiom AF,8 is the only expansion law needed for ∼FB:ps. Notation [a†.] stands for the possible
presence of an executed action prefix, with a† being present at the beginning of the expansion iff at least
one of a†

1 and a†
2 is present at the beginning of P1 and P2 respectively. In P1 and P2, as well as on the

righthand side of the expansion, summations are allowed by axioms AF,1 and AF,2 and represent 0 when
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(AF,1) (P+Q)+R = P+(Q+R) where at least two among P, Q, R are initial
(AF,2) P+Q = Q+P where at least one between P and Q is initial
(AF,3) P+0 = P
(AF,4) P+P = P where initial(P)
(AF,5) a† .P = b† .P if initial(P)
(AF,6) a†.P = P if ¬initial(P)
(AF,7) P+Q = P if ¬initial(P), where initial(Q)

(AF,8) P1 ∥L P2 = [a†.]

Ç
∑

i∈I1,a1,i /∈L
a1,i .(P1,i ∥L P′

2) +

∑
i∈I2,a2,i /∈L

a2,i .(P′
1 ∥L P2,i) +

∑
i∈I1,a1,i∈L

∑
j∈I2,a2, j=a1,i

a1,i .(P1,i ∥L P2, j)

å
with Pk = [a†

k .]P
′
k, P′

k = ∑
i∈Ik

ak,i .Pk,i in F-nf for k ∈ {1,2} and a† present iff so is a†
1 or a†

2

Table 2: Axioms characterizing ∼FB:ps over concurrent reversible processes

their index sets are empty (so that AF ⊢ 0∥L 0 = 0+ 0+ 0 = 0 due to axiom AF,3, substitutivity with
respect to alternative composition, and transitivity).

The deduction system based on AF, whose deducibility relation we denote by ⊢, includes axioms
and inference rules expressing reflexivity, symmetry, and transitivity (because ∼FB:ps is an equivalence
relation) as well as substitutivity with respect to the operators of the considered calculus (because ∼FB:ps
is a congruence with respect to all of those operators). Following [32], to show the soundness and
ground-completeness of AF for ∼FB:ps we introduce a suitable normal form to which every process can
be reduced. The only operators that can occur in such a normal form are action prefix and alternative
composition, hence all processes in normal form are sequential.

Definition 4.1 We say that P ∈ P is in forward normal form, written F-nf, iff it is equal to [b†.]∑i∈I ai .Pi

where the executed action prefix b†. is optional, I is a finite index set (with the summation being 0
when I = /0), and each Pi is initial and in F-nf.

Lemma 4.2 For all (initial) P ∈ P there exists (an initial) Q ∈ P in F-nf such that AF ⊢ P = Q.

Theorem 4.3 Let P1,P2 ∈ P. Then P1 ∼FB:ps P2 iff AF ⊢ P1 = P2.

5 Axioms and Expansion Laws for ∼RB and ∼FRB

In this section we address the axiomatization of reverse and forward-reverse bisimilarities over concur-
rent reversible processes. Since these behavioral equivalences are truly concurrent, we have to provide
process encodings that insert suitable additional discriminating information into action prefixes. We show
that this information is the same for both semantics and is constituted by backward ready sets. Precisely,
for every proved transition P θ−→P′, we let ℓR(θ)P′ = ℓFR(θ)P′ =<act(θ),brs(P′)>≜ ℓbrs(θ)P′ , where
in the observation function we have indicated its primary argument θ in parentheses and its secondary
argument P′ as a subscript (see Section 3 for the possibility of additional parameters like P′).
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(ACTbrs,f)
initial(U)

<a,ℶ>.U
a,ℶ−−→brs<a†,ℶ>.U

(ACTbrs,p)
U

θ ,ℸ−−→brsU ′

<a†,ℶ>.U
.θ ,ℸ−−→brs<a†,ℶ>.U ′

(CHObrs,l)
U1

θ ,ℶ−−→brsU ′
1 initial(U2)

U1 +U2
.+θ ,ℶ−−−→brsU ′

1 +U2

(CHObrs,r)
U2

θ ,ℶ−−→brsU ′
2 initial(U1)

U1 +U2
+.θ ,ℶ−−−→brsU1 +U ′

2

Table 3: Proved operational semantic rules for Pbrs (ℶ,ℸ ∈ 2A)

By virtue of Proposition 2.7(2), the distinguishing power of ∼RB and ∼FRB does not change if, in the
related definitions of bisimulation, we additionally require that brs(P1) = brs(P2) for all (P1,P2) ∈ B.
As a consequence, it is straightforward to realize that ∼RB:ℓbrs and ∼FRB:ℓbrs (see page 58) respectively
coincide with ∼RB and ∼FRB over P. Moreover, ∼RB:ℓbrs and ∼FRB:ℓbrs also apply to the encoding target
Pbrs, i.e., the set of processes obtained from Pseq by extending every action prefix with a subset of A.

The syntax of Pbrs processes is defined as follows where ℶ ∈ 2A:
U ::= 0 |<a,ℶ>.U |<a†,ℶ>.U |U +U

The proved operational semantic rules for Pbrs shown in Table 3 generate the proved labeled transition
system (Pbrs,Θ× 2A,−→brs). With respect to those in Table 1, the rules in Table 3 additionally label
the produced transitions with the action sets occurring in the action prefixes inside the source processes.
Given a symmetric relation B over Pbrs, whenever (U1,U2) ∈ B the forward clause of ∼FRB:ℓbrs can be
rephrased as:

for each U1
θ1,ℶ−−→brsU ′

1 there exists U2
θ2,ℶ−−→brsU ′

2 such that act(θ1) = act(θ2) and (U ′
1,U

′
2) ∈ B

while the backward clauses of ∼RB:ℓbrs and ∼FRB:ℓbrs can be rephrased as:

for each U ′
1

θ1,ℶ−−→brsU1 there exists U ′
2

θ2,ℶ−−→brsU2 such that act(θ1) = act(θ2) and (U ′
1,U

′
2) ∈ B

Following the proved trees approach as described in Section 3, we now lift ℓbrs so as to encode P into
Pbrs. The objective is to extend each action prefix with the backward ready set of the reached process.
While in the case of processes in Pseq it is just a matter of extending any action prefix with a singleton
containing the action itself, backward ready sets may contain several actions when handling processes
not in Pseq. To account for this, the lifting of ℓbrs has to make use of a secondary argument, which we
call environment process and will be written as a subscript by analogy with the secondary argument of
the observation function.

The environment process is progressively updated as prefixes are turned into pairs so as to represent
the process reached so far, i.e., the process yielding the backward ready set. The environment process
E for P embodies P, in the sense that it is initially P and then its forward behavior is updated upon
each action prefix extension by decorating the action as executed, where the action is located within E
by a proof term. To correctly handle the extension of already executed prefixes, (part of) E has to be
brought back by replacing P inside E with the process to initial(P) obtained from P by removing all
†-decorations. Function to initial : P→ Pinit is defined by induction on the syntactical structure of P ∈ P
as follows:

to initial(P) = P if initial(P)
to initial(a†.P′) = a . to initial(P′)

to initial(P1 +P2) = to initial(P1)+ to initial(P2) if ¬initial(P1)∨¬initial(P2)
to initial(P1 ∥L P2) = to initial(P1)∥L to initial(P2) if ¬initial(P1)∨¬initial(P2)

In Definitions 5.1 and 5.3 we develop the lifting of ℓbrs and denote by P̃ the result of its application.
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We recall that ℓbrs(θ)P′ = <act(θ),brs(P′)> and we let ℓbrs(θ)
†
P′ = <act(θ)†,brs(P′)>. We further

recall that Θseq = {., .+,+.}.

Definition 5.1 Let P ∈ P, E ∈ P be such that P is a subprocess of E, and Ë be obtained from E
by replacing P with to initial(P). The ℓbrs-encoding of P is P̃ = ℓε

brs(P)P, where ℓσ
brs : P×P → Pbrs

for σ ∈ Θ∗
seq is defined by induction on the syntactical structure of its primary argument P ∈ P

(its secondary argument is E ∈ P) as follows:
ℓσ

brs(0)E = 0
ℓσ

brs(a .P
′)E = ℓbrs(σa)upd(E,σa) . ℓ

σ .
brs(P

′)upd(E,σa)

ℓσ
brs(a

†.P′)E = ℓbrs(σa)†
upd(Ë,σa). ℓ

σ .
brs(P

′)E

ℓσ
brs(P1 +P2)E = ℓσ .+

brs (P1)E + ℓσ+.
brs (P2)E

ℓσ
brs(P1 ∥L P2)E = eℓσ

brs(P̃1, P̃2,L)E
where function eℓσ

brs will be defined later on while function upd : P×Θ → P is defined by induction on
the syntactical structural of its first argument E ∈ P as follows:

upd(0,θ) = 0

upd(a .E ′,θ) =

ß
a†.E ′ if θ = a
a .E ′ otherwise

upd(a†.E ′,θ) =

ß
a†.upd(E ′,θ ′) if θ = .θ ′

a†.E ′ otherwise

upd(E1 +E2,θ) =


upd(E1,θ

′)+E2 if θ = .+θ ′

E1 +upd(E2,θ
′) if θ =+.θ ′

E1 +E2 otherwise

upd(E1 ∥L E2,θ) =


upd(E1,θ

′)∥L E2 if θ =Uθ ′

E1 ∥L upd(E2,θ
′) if θ = Tθ ′

upd(E1,θ1)∥L upd(E2,θ2) if θ = ⟨θ1,θ2⟩
E1 ∥L E2 otherwise

Example 5.2 Encoding sequential processes (for them function eℓσ
brs does not come into play):

• Let P be the initial sequential process a .b .0+b .a .0. Then:
P̃ = ℓε

brs(P)P = ℓ.+brs(a .b .0)a .b .0+b .a .0 + ℓ+.brs(b .a .0)a .b .0+b .a .0
= ℓbrs(.+a)a†.b .0+b .a .0 . ℓ

.+.
brs(b .0)a†.b .0+b .a .0 +

ℓbrs(+.b)a .b .0+b†.a .0 . ℓ
+..
brs(a .0)a .b .0+b†.a .0

= <a,{a}>.ℓbrs(.+.b)a†.b†.0+b .a .0 . ℓ
.+..
brs (0)a†.b†.0+b .a .0 +

<b,{b}>.ℓbrs(+..a)a .b .0+b†.a†.0 . ℓ
+...
brs (0)a .b .0+b†.a†.0

= <a,{a}>.<b,{b}>.0+<b,{b}>.<a,{a}>.0
• Let P be the non-initial sequential process a†.b†.0. Then:

P̃ = ℓε
brs(P)P = ℓbrs(a)

†
a†.b .0 . ℓ

.
brs(b

†.0)a†.b†.0 =

= <a†,{a}>.ℓbrs(.b)
†
a†.b†.0 . ℓ

..
brs(0)a†.b†.0 = <a†,{a}>.<b†,{b}>.0

Definition 5.1 yields a .b .0 as P̈ after the second = (before it, P is a subprocess of the environment
P) and a†.b .0 as P̈ after the third = (before it, b†.0 is a subprocess of the environment P).

While for sequential processes the backward ready set added to every action prefix is a singleton
containing the action itself, this is no longer the case when dealing with processes of the form P1 ∥L P2.
We thus complete the encoding by providing the definition of eℓσ

brs. When P1 and P2 are not both initial,
in the expansion we have to reconstruct all possible alternative action sequencings that have not been
undertaken – which yield as many initial subprocesses – because under the forward-reverse semantics
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each of them could be selected after a rollback. In the subcase in which both P1 and P2 are non-initial
and their executed actions are not in L – e.g., a†.0∥ /0 b†.0 – care must be taken because executed actions
cannot appear on both sides of an alternative composition – e.g., the expansion cannot be a†.b†.0+
b†.a†.0 in that not well-formed. To overcome this, based on a total order ≤† over Θ induced by the trace
of actions executed so far, the expansion builds the corresponding sequencing of already executed actions
plus all the aforementioned unexecuted action sequencings – e.g., a†.b†.0+ b .a .0 or b†.a†.0+ a .b .0
depending on whether Ua ≤† Tb or Tb ≤† Ua respectively.

Definition 5.3 Let P1,P2 ∈ P, L ⊆ A \ {τ}, E1,E2,E ∈ P be such that P1 ∥L P2,E1 ∥L E2 ∈ P, P1 is a
subprocess of E1, P2 is a subprocess of E2, and E1 ∥L E2 is a subprocess of E. Then eℓσ

brs : Pbrs ×Pbrs ×
2A\{τ}×P→ Pbrs for σ ∈ Θ∗

seq is inductively defined as follows, where square brackets enclose optional
subprocesses as already done in Section 4 and every summation over an empty index set is taken to be 0
(and for simplicity is omitted within a choice unless all alternative subprocesses inside that choice are 0,
in which case the whole choice boils down to 0):

• If P̃1 and P̃2 are both initial, say P̃k = ∑i∈Ik
ℓbrs(θk,i)upd(Pk,θk,i) . P̃k,i for k ∈ {1,2}, let eℓσ

brs(P̃1, P̃2,L)E

= ∑
i∈I1,act(θ1,i)/∈L

ℓbrs(σUθ1,i)upd(E,σUθ1,i) .eℓ
σ
brs(P̃1,i, P̃2,L)upd(E,σUθ1,i) +

∑
i∈I2,act(θ2,i)/∈L

ℓbrs(σTθ2,i)upd(E,σTθ2,i) .eℓ
σ
brs(P̃1, P̃2,i,L)upd(E,σTθ2,i) +

∑
i∈I1,act(θ1,i)∈L

∑
j∈I2,act(θ2, j)=act(θ1,i)

ℓbrs(σ⟨θ1,i,θ2, j⟩)upd(E,σ⟨θ1,i,θ2, j⟩) .eℓ
σ
brs(P̃1,i, P̃2, j,L))upd(E,σ⟨θ1,i,θ2, j⟩)

where each of the three summation-shaped subprocesses on the right is an initial process.

• If P̃1 is not initial while P̃2 is initial, say P̃1 = ℓbrs(θ1)
†
upd(to initial(P1),θ1)

. P̃′
1 [+ P̃′′

1 ] where act(θ1) /∈ L

and P̃′′
1 is initial, say P̃′′

1 = ∑i∈I1 ℓbrs(θ1,i)upd(P′′
1 ,θ1,i) . P̃

′′
1,i, and P̃2 = ∑i∈I2 ℓbrs(θ2,i)upd(P2,θ2,i) . P̃2,i,

for Ë obtained from E by replacing P1 with to initial(P1) let eℓσ
brs(P̃1, P̃2,L)E

= ℓbrs(σUθ1)
†

upd(Ë,σUθ1)
.eℓσ

brs(P̃
′
1, P̃2,L)E +

[∑i∈I1,act(θ1,i)/∈L ℓbrs(σUθ1,i)upd(Ë,σUθ1,i)
.eℓσ

brs(P̃
′′
1,i, P̃2,L)upd(Ë,σUθ1,i)

+]

∑i∈I2,act(θ2,i)/∈L ℓbrs(σTθ2,i)upd(Ë,σTθ2,i)
.eℓσ

brs(to initial(P̃1), P̃2,i,L)upd(Ë,σTθ2,i)
+

[ ∑
i∈I1,act(θ1,i)∈L

∑
j∈I2,act(θ2, j)=act(θ1,i)

ℓbrs(σ⟨θ1,i,θ2, j⟩)upd(Ë,σ⟨θ1,i,θ2, j⟩) .eℓ
σ
brs(P̃

′′
1,i, P̃2, j,L))upd(Ë,σ⟨θ1,i,θ2, j⟩)]

where each of the last three summation-shaped subprocesses on the right is an initial process
needed by the forward-reverse semantics, with the presence of the first one and the third one
depending on the presence of P̃′′

1 .

• The case in which P̃1 is initial while P̃2 is not initial is like the previous one.

• If P̃1 and P̃2 are both non-initial, say P̃k = ℓbrs(θk)
†
upd(to initial(Pk),θk)

. P̃′
k [+ P̃′′

k ] where P̃′′
k is initial, say

P̃′′
k = ∑i∈Ik

ℓbrs(θk,i)upd(P′′
k ,θk,i) . P̃

′′
k,i, for k ∈ {1,2}, for Ë obtained from E by replacing each Pk with

to initial(Pk) there are three subcases:

– If act(θ1) /∈ L∧ (act(θ2) ∈ L∨σUθ1 ≤† σTθ2), let eℓσ
brs(P̃1, P̃2,L)E

= ℓbrs(σUθ1)
†

upd(Ë,σUθ1)
.eℓσ

brs(P̃
′
1, P̃2,L)E +

[ℓbrs(σTθ2)upd(Ë,σTθ2)
.eℓσ

brs(to initial(P̃1), to initial(P̃′
2),L)upd(Ë,σTθ2)

+]

[ ∑
i∈I1,act(θ1,i)/∈L

ℓbrs(σUθ1,i)upd(Ë,σUθ1,i)
.eℓσ

brs(P̃
′′
1,i, to initial(P̃2),L)upd(Ë,σUθ1,i)

+]

[ ∑
i∈I2,act(θ2,i)/∈L

ℓbrs(σTθ2,i)upd(Ë,σTθ2,i)
.eℓσ

brs(to initial(P̃1), P̃′′
2,i,L)upd(Ë,σTθ2,i)

+]

[ ∑
i∈I1,act(θ1,i)∈L

∑
j∈I2,act(θ2, j)=act(θ1,i)

ℓbrs(σ⟨θ1,i,θ2, j⟩)upd(Ë,σ⟨θ1,i,θ2, j⟩) .eℓ
σ
brs(P̃

′′
1,i, P̃

′′
2, j,L))upd(Ë,σ⟨θ1,i,θ2, j⟩)]
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where each of the last four subprocesses on the right is an initial process needed by the
forward-reverse semantics, with the first one being present only if act(θ2) /∈ L and the pres-
ence of the subsequent three respectively depending on the presence of P̃′′

1 , P̃′′
2 , or both.

– The subcase act(θ2) /∈ L∧ (act(θ1) ∈ L∨σTθ2 ≤† σUθ1) is like the previous one.
– If act(θ1) = act(θ2) ∈ L, let eℓσ

brs(P̃1, P̃2,L)E

= ℓbrs(σ⟨θ1,θ2⟩)†
upd(Ë,σ⟨θ1,θ2⟩) .eℓ

σ
brs(P̃

′
1, P̃

′
2,L))E +

[ ∑
i∈I1,act(θ1,i)/∈L

ℓbrs(σUθ1,i)upd(Ë,σUθ1,i)
.eℓσ

brs(P̃
′′
1,i, to initial(P̃2),L)upd(Ë,σUθ1,i)

+]

[ ∑
i∈I2,act(θ2,i)/∈L

ℓbrs(σTθ2,i)upd(Ë,σTθ2,i)
.eℓσ

brs(to initial(P̃1), P̃′′
2,i,L)upd(Ë,σTθ2,i)

+]

[ ∑
i∈I1,act(θ1,i)∈L

∑
j∈I2,act(θ2, j)=act(θ1,i)

ℓbrs(σ⟨θ1,i,θ2, j⟩)upd(Ë,σ⟨θ1,i,θ2, j⟩) .eℓ
σ
brs(P̃

′′
1,i, P̃

′′
2, j,L))upd(Ë,σ⟨θ1,i,θ2, j⟩)]

where each of the last three summation-shaped subprocesses on the right is an initial process
needed by the forward-reverse semantics, with their presence respectively depending on the
presence of P̃′′

1 , P̃′′
2 , or both.

Example 5.4 Let P be P1 ∥ /0 P2, where P1 and P2 are the initial sequential processes a .0 and b .0 so that
P̃1 = ℓbrs(a)a†.0 . 0̃ and P̃2 = ℓbrs(b)b†.0 . 0̃. Then:

P̃ = ℓε
brs(P)P = eℓε

brs(P̃1, P̃2, /0)P

= ℓbrs(Ua)a†.0∥ /0 b .0 .eℓ
ε
brs(0̃, P̃2, /0)a†.0∥ /0 b .0 +

ℓbrs(Tb)a .0∥ /0 b†.0 .eℓ
ε
brs(P̃1, 0̃, /0)a .0∥ /0 b†.0

= <a,{a}>.ℓbrs(Tb)a†.0∥ /0 b†.0 .eℓ
ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0 +

<b,{b}>.ℓbrs(Ua)a†.0∥ /0 b†.0 .eℓ
ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0

= <a,{a}>.<b,{a,b}>.0+<b,{b}>.<a,{a,b}>.0
which is different from the encoding of a .b .0+ b .a .0 shown in Example 5.2, unless a = b as in that
case the backward ready set {a,b} collapses to {a}.
If instead P1 is the non-initial sequential process a†.0 and P2 is the initial sequential process b .0, so that
P̃1 = ℓbrs(a)

†
a†.0 . 0̃ and P̃2 = ℓbrs(b)b†.0 . 0̃, then:

P̃ = ℓε
brs(P)P = eℓε

brs(P̃1, P̃2, /0)P

= ℓbrs(Ua)†
a†.0∥ /0 b .0 .eℓ

ε
brs(0̃, P̃2, /0)P +

ℓbrs(Tb)a .0∥ /0 b†.0 .eℓ
ε
brs(ℓbrs(a)a†.0 . 0̃, 0̃, /0)a .0∥ /0 b†.0

= <a†,{a}>.ℓbrs(Tb)a†.0∥ /0 b†.0 .eℓ
ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0 +

<b,{b}>.ℓbrs(Ua)a†.0∥ /0 b†.0 .eℓ
ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0

= <a†,{a}>.<b,{a,b}>.0+<b,{b}>.<a,{b,a}>.0
If finally P1 is the non-initial sequential process a†.0 and P2 is the non-initial sequential process b†.0,
so that P̃1 = ℓbrs(a)

†
a†.0 . 0̃ and P̃2 = ℓbrs(b)

†
b†.0 . 0̃, then for Ua ≤† Tb:

P̃ = ℓε
brs(P)P = eℓε

brs(P̃1, P̃2, /0)P

= ℓbrs(Ua)†
a†.0∥ /0 b .0 .eℓ

ε
brs(0̃, P̃2, /0)P +

ℓbrs(Tb)a .0∥ /0 b†.0 .eℓ
ε
brs(ℓbrs(a)a†.0 . 0̃, 0̃, /0)a .0∥ /0 b†.0

= <a†,{a}>.ℓbrs(Tb)†
a†.0∥ /0 b†.0 .eℓ

ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0 +

<b,{b}>.ℓbrs(Ua)a†.0∥ /0 b†.0 .eℓ
ε
brs(0̃, 0̃, /0)a†.0∥ /0 b†.0

= <a†,{a}>.<b†,{a,b}>.0+<b,{b}>.<a,{b,a}>.0

We now investigate the correctness of the ℓbrs-encoding. After some compositionality properties,
we show that the encoding preserves initiality and – to a large extent – backward ready sets.
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(AR,1) Â�(P+Q)+R = Â�P+(Q+R) where at least two among P, Q, R are initial
(AR,2) flP+Q = flQ+P where at least one between P and Q is initial
(AR,3) ã .P = P̃ where initial(P)
(AR,4) flP+Q = P̃ if initial(Q)

(AR,5) ‡P1 ∥L P2 = eℓε
brs(P̃1, P̃2,L)P1 ∥L P2 with Pk in R-nf for k ∈ {1,2}

(AFR,1) Â�(P+Q)+R = Â�P+(Q+R) where at least two among P, Q, R are initial
(AFR,2) flP+Q = flQ+P where at least one between P and Q is initial
(AFR,3) flP+0 = P̃
(AFR,4) flP+Q = P̃ if initial(Q)∧ to initial(P) = Q

(AFR,5) ‡P1 ∥L P2 = eℓε
brs(P̃1, P̃2,L)P1 ∥L P2 with Pk in FR-nf for k ∈ {1,2}

Table 4: Axioms characterizing ∼RB and ∼FRB via the ℓbrs-encoding into Pbrs processes

Lemma 5.5 Let a ∈ A and P,P1,P2 ∈ P be such that a .P,P1 +P2 ∈ P. Then:

1. ã .P =<a,{a}>. P̃.

2. fia†.P =<a†,brs(a†.P)>. P̃, with brs(a†.P) = {a} if P is initial.

3. ‡P1 +P2 = P̃1 + P̃2.

Proposition 5.6 Let P ∈ P. Then:

1. initial(P̃) iff initial(P).

2. brs(P̃) = brs(P) if P has no subprocesses of the form P1 ∥L P2 such that P1 and P2 are non-initial and
the last executed action b†

1 in P̃1 is different from the last executed action b†
2 in P̃2 with b1,b2 /∈ L.

As an example, for P given by a†.0∥ /0 b†.0 we have that P̃ = <a†,{a}>.<b†,{a,b}>.0 +
<b,{b}>.<a,{a,b}>.0 when the last executed actions satisfy Ua ≤† Tb (see end of Example 5.4),
hence brs(P) = {a,b} but brs(P̃) = {b} for a ̸= b. However, in P̃ the backward ready set {a,b} occurs
next to the last executed action b†, hence it will label the related transition in −→brs (see Table 3). Indeed,
the ℓbrs-encoding is correct in the following sense.

Theorem 5.7 Let P,P′ ∈ P and θ ∈ Θ. Then P θ−→P′ iff P̃
ℓbrs(θ)P′−−−−→brs P̃′.

Corollary 5.8 Let P1,P2 ∈ P and B ∈ {RB,FRB}. Then P1 ∼B P2 iff P̃1 ∼B:ℓbrs P̃2.

The set AR of axioms for ∼RB is shown in the upper part of Table 4. All the axioms apart from the last
one come from the axiomatization developed in [13] over sequential processes. Axiom AR,3 establishes
that the future can be completely canceled when moving only backward. Likewise, axiom AR,4 states
that a previously non-selected alternative can be discarded when moving only backward; note that this
axiom subsumes both flP+0 = P̃ and flP+P = P̃. The new axiom AR,5 concisely expresses via eℓbrs the
expansion laws for reverse bisimilarity, where Pk is 0 or the +-free sequential process a†

k .P
′
k featuring

only executed actions for k ∈ {1,2}.
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Definition 5.9 We say that P ∈ P is in reverse normal form, written R-nf, iff it is equal to 0 or a†.P′

where P′ is in R-nf. This extends to P̃ ∈ Pbrs in the expected way.

Lemma 5.10 For all (initial) P ∈ P there exists (an initial) Q̃ ∈ Pbrs in R-nf (which is 0̃) such that
AR ⊢ P̃ = Q̃.

Theorem 5.11 Let P1,P2 ∈ P. Then P̃1 ∼RB:ℓbrs P̃2 iff AR ⊢ P̃1 = P̃2.

The set AFR of axioms for ∼FRB is shown in the lower part of Table 4. All the axioms apart from
the last one come from the axiomatization developed in [13] over sequential processes. Axiom AFR,4 is
a variant of idempotency appeared for the first time in [39], with P and Q coinciding like in axiom AF,4
when they are both initial. The new axiom AFR,5 concisely expresses via eℓbrs the expansion laws for
forward-reverse bisimilarity, where Pk is the sequential process [a†

k .P
′
k+]∑i∈Ik

ak,i .Pk,i for k ∈ {1,2}.

Definition 5.12 We say that P ∈ P is in forward-reverse normal form, written FR-nf, iff it is equal to
[b†.P′+]∑i∈I ai .Pi where b†.P′ is optional, P′ is in FR-nf, I is a finite index set (with the summation
being 0 – or disappearing in the presence of b†.P′ – when I = /0), and each Pi is initial and in FR-nf.
This extends to P̃ ∈ Pbrs in the expected way.

Lemma 5.13 For all (initial) P ∈ P there exists (an initial) Q̃ ∈ Pbrs in FR-nf such that AFR ⊢ P̃ = Q̃.

Theorem 5.14 Let P1,P2 ∈ P. Then P̃1 ∼FRB:ℓbrs P̃2 iff AFR ⊢ P̃1 = P̃2.

6 Conclusions

In this paper we have exhibited expansion laws for forward bisimilarity, which is interleaving, and re-
verse and forward-reverse bisimilarities, which are truly concurrent. To uniformly develop them, we
have resorted to the proved trees approach of [27], which has turned out to be effective also in our set-
ting. With respect to other truly concurrent semantics to which the approach was applied, such as causal
and location bisimilarities, the operational semantics of our reversible calculus does not carry the addi-
tional discriminating information within transition labels. However, we have been able to derive it from
those labels and shown to consist of backward ready sets for both reverse and forward-reverse bisimilar-
ities. Another technical difficulty that we have faced is the encoding of concurrent processes in which
both subprocesses have executed non-synchronizing actions, because their expansions cannot contain
executed actions on both sides of an alternative composition. For completeness we mention that in [1]
proved semantics has already been employed in a reversible setting, for a different purpose though.

As for future work, an obvious direction is to exploit the same approach to find out expansion laws
for the weak versions of forward, reverse, and forward-reverse bisimilarities, i.e., their versions capable
of abstracting from τ-actions [8].

A more interesting direction is to show that forward-reverse bisimilarity augmented with a clause
for backward ready multisets equality corresponds to hereditary history-preserving bisimilarity [5], thus
yielding for the latter an operational characterization, an axiomatization alternative to [29], and logical
characterizations alternative to [48, 4]. These two bisimilarities were shown to coincide in [5, 46, 47, 2]
in the absence of autoconcurrency. In fact, if a = b in Figure 1, the two processes turn out to be forward-
reverse bisimilar, with the backward ready sets of the three bottom states collapsing to {a}, but not
hereditary history-preserving bisimilar, because identifying executed actions is important [3] (as done
also in CCSK via communication keys [45]). However, if backward ready multisets are used instead,
then the bottom state on the left can be distinguished from the two bottom states on the right. Thus,
counting executed actions that label incoming transitions may be enough.
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We provide the first generalized game characterization of van Glabbeek’s linear-time–branching-time
spectrum with silent steps. Thereby, one multi-dimensional energy game can be used to characterize
and decide a wide array of weak behavioral equivalences between stability-respecting branching
bisimilarity and weak trace equivalence in one go. To establish correctness, we relate attacker-win-
ning energy budgets and distinguishing sublanguages of Hennessy–Milner logic that we characterize
by eight dimensions of formula expressiveness.

1 Introduction: Mechanizing the Spectrum

Picking the right notion of behavioral equivalence for a particular use case can be hard.1 Theoretically,
van Glabbeek’s “linear-time–branching-time spectrum” [22, 23, 24] brings order to the zoo of equiva-
lences by casting them as a hierarchy of modal logics. But practically, it is difficult to navigate in par-
ticular the second part [23], which considers so-called weak equivalences that abstract from “internal”
behavior, expressed by “silent” τ-steps. Abstracting internal behavior is crucial to model communication
happening without participation of the observer and refinements, that is, for virtually every application.

In this paper, we show how to operationalize the silent-step linear-time–branching-time spectrum
of [23]. We enable researchers to provide a set of processes that ought to be equated (or distinguished)
for their scenario and to learn “where” in the spectrum this set of (in-)equivalences holds. In prior work
on the strong spectrum [22] (without silent steps), we dubbed this process linear-time–branching-time
spectroscopy [7]. Implicitly, we obtain decision procedures (and games) for each individual notion of
equivalence as a by-product.

As outlined in Figure 1, we apply our recent approach [7, 5] to use a generalized bisimulation game
with moves corresponding to sets of conceivable distinguishing formulas. The background is that formu-
las can be partially ordered by the amount of Hennessy–Milner logic expressiveness they use in a way that
aligns with the spectrum. The game can then be understood as a multi-weighted energy game [5, 13, 26]
where moves use up attacker’s resources to distinguish processes. So, defender-won energy levels reveal
non-distinguishing subsets of Hennessy–Milner logic (HML) and thus sets of maintained equivalences.

Applying the above approach to the weak spectrum faces many obstacles: The modal logics of
the weak spectrum in [23] are quite intricate and are not closed under HML-subterms. Also, van
Glabbeek [23] does not account for unstable linear-time equivalences, but other publications like Gazda
et al. [19] use these. On the game side, existing weak bisimulation games by De Frutos Escrig et al. [18]
and Bisping et al. [9] lack moves for many observations that are relevant for weaker notions in the spec-
trum. This paper shows how all this can still be brought together.

1Some accounts of researchers who struggled to pick fitting equivalence for verification and encoding challenges: [2, 3, 25].
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p is preordered to q
w.r.t. notion of
equivalence N

:⇐⇒

van Glabbeek’s
spectrum approach [23]

no formula below eN

distinguishes p from q
(Section 2)

⇐⇒

Bisping’s spectroscopy
approach [5] (Section 4)

defender wins spectroscopy game
G△ from [p,{q}]a with energy eN

(Section 3)

Figure 1: How the paper combines the weak spectrum [23] and the spectroscopy approach [5].

Contributions. At its core, this paper extends the spectroscopy energy game of [5] by modalities
needed to cover the weak equivalence spectrum of [23], namely, delayed observations, stable conjunc-
tions, and branching conjunctions. More precisely:

• In Section 2, we capture a big chunk of the linear-time–branching-time spectrum with silent
steps by measuring expressive powers used in an HML-subset, which we prove to correspond
to stability-respecting branching bisimilarity.

• In Section 3, we introduce the first generalized game characterization of the silent-step equivalence
spectrum. For this, we adapt the spectroscopy energy game of [5] to account for distinctions in
terms of delayed observations (⟨ε⟩⟨a⟩ . . .), stable conjunctions (⟨ε⟩

∧
{¬⟨τ⟩T, . . .}), and branching

conjunctions (⟨ε⟩
∧
{⟨a⟩ . . . ,⟨ε⟩ . . .}).

• Section 4 proves that winning energy levels and equivalences coincide by closely relating dis-
tinguishing formulas and ways the attacker may win the energy game. The proofs have been
Isabelle/HOL-formalized.

• Section 5 lays out how to use the game to decide all equivalences at once in exponential time using
our prototype tool for everyday research.

2 Distinctions and Equivalences in Systems with Silent Steps

This paper follows the paradigm that equivalence is the absence of possibilities to distinguish. Equiva-
lently, one could speak about apartness, i.e. the view that non-equivalence is based on evidence of dif-
ference [20]. We begin by introducing distinguishing Hennessy–Milner logic formulas (Subsection 2.1),
and a quantitative characterization of weak equivalences in terms of distinctive capabilities (Subsec-
tion 2.2).

2.1 Transition Systems and Hennessy–Milner Logic

Definition 2.1 (Labeled transition system with silent steps). A labeled transition system is a tuple S =
(P,Σ,−→) where P is the set of processes, Σ is the set of actions, and −→⊆P×Σ×P is the transition
relation.

τ ∈ Σ labels silent steps and ↠ is notation for the reflexive transitive closure of internal activity τ−→∗.
The name ε /∈ Σ is reserved and indicates no (visible) action. A process p is called stable if p ̸ τ−→. We
write p (α)−→ p′ if p α−→ p′, or if α = τ and p = p′.

We implicitly lift the relations to sets of processes P α−→ P′ (with P,P′ ⊆ P , α ∈ Σ), which is defined
to be true if P′ = {p′ ∈ P | ∃p ∈ P. p α−→ p′}.
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ℓ
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Figure 2: A pair of processes Pe and Pℓ together with versions Pτ
e and Pτ

ℓ of the two where idle has been
abstracted into internal τ-behavior.

Example 2.1. Figure 2 presents transition systems of four processes: Pe makes a nondeterministic choice
op between a and b, performing arbitrarily many idle-actions in between. Pℓ does the same but can
change the choice while idling. Pτ

e and Pτ
ℓ are variants of the two obtained by abstracting idle into

τ-actions.
The example is helpful to test whether a process equivalence can be a congruence for abstraction.

Any congruence for abstraction ∼ would need to have the property that Pe ∼ Pℓ implies Pτ
e ∼ Pτ

ℓ . So,
if we just had a quick way of testing for all weak behavioral equivalences at once, we could quickly
narrow down which equivalences work for this example. Using this paper’s spectroscopy algorithm, we
can achieve this.

Bisimilarity and other notions of equivalence can conveniently by defined in terms of Hennessy–Milner
logic. We direct our attention to variants that allow for silent behavior to happen before visible actions are
observed. We thus focus on the following variant, where the brick-red part represents stable conjunctions
and the steel-blue part branching conjunctions:

Definition 2.2 (Branching Hennessy–Milner logic). We define stability-respecting branching Hennessy–
Milner modal logic, HMLsrbb, over an alphabet of actions Σ by the following context-free grammar
starting with ϕ:

ϕ ::= ⟨ε⟩χ “delayed observation”

|
∧
{ψ,ψ, ...} “immediate conjunction”

χ ::= ⟨a⟩ϕ with a ∈ Σ\{τ} “observation”

|
∧
{ψ,ψ, ...} “standard conjunction”

|
∧
{¬⟨τ⟩T,ψ,ψ, ...} “stable conjunction”

|
∧
{(α )ϕ,ψ,ψ, ...} with α ∈ Σ “branching conjunction”

ψ ::= ¬⟨ε⟩χ | ⟨ε⟩χ “negative / positive conjuncts”

Its semantics J · KS : HMLsrbb → 2P, where a formula “is true,” over a transition system S = (P,Σ,−→)
is defined in mutual recursion with helper functions J · Kε for subformulas in the “delayed” context (χ-
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productions) and J · K∧ for conjuncts (ψ-productions):

J⟨ε⟩χKS := {p ∈ P | ∃p′ ∈ JχKS
ε . p ↠ p′}

J
∧

ΨKS := J
∧

ΨKS
ε

:=
⋂
{JψKS

∧ | ψ ∈ Ψ}

J⟨a⟩ϕKS
ε

:= {p ∈ P | ∃p′ ∈ JϕKS . p a−→ p′}

J¬⟨τ⟩TKS
∧ := {p ∈ P | p ̸ τ−→}

J(α )ϕKS
∧ := {p ∈ P | ∃p′ ∈ JϕKS . p (α)−→ p′}

J¬⟨ε⟩χKS
∧ := P \ J⟨ε⟩χKS

J⟨ε⟩χKS
∧ := J⟨ε⟩χKS

∧
{ψ,ψ, ...} in the grammar stands for conjunction with arbitrary branching. We write T for the empty

conjunction
∧
∅.

Definition 2.3 (Distinguishing formulas and preordering languages). A formula ϕ ∈ HMLsrbb is said to
distinguish a process p from q iff p ∈ JϕKS and q /∈ JϕKS. The formula is said to distinguish a process
p from a set of processes Q iff it is true for p and false for every q ∈ Q.

A sublogic, ON ⊆ HMLsrbb, corresponding to a notion of observability N, distinguishes two pro-
cesses, p ̸⪯N q, if there is ϕ ∈ ON with p ∈ JϕKS and q /∈ JϕKS . Otherwise N preorders them, p ⪯N q.
If processes are mutually N-preordered, p ⪯N q and q ⪯N p, then they are considered N-equivalent,
p ∼N q.

Example 2.2. In Example 2.1, ϕτ := ⟨ε⟩⟨op⟩⟨ε⟩
∧
{¬⟨ε⟩⟨b⟩T} distinguishes Pτ

e from Pτ
ℓ . ϕτ states that

a weak op-step may happen such that, afterwards, b is not τ-reachable. This is true of Pτ
e because of the

Aτ
e-state, but not of Pτ

ℓ .

Remark 2.1. Definition 2.2 is constructed to fit the distinctive powers we need from HML to characterize
varying notions of the weak spectrum by controlling which productions are used. Subformulas in the
grammar usually start with ⟨ε⟩ . . ., effectively hiding silent steps. Formulas with fewer ⟨ε⟩-positions
bring in additional distinctive power. We will use immediate conjunctions to distinguish non-delay-
bisimilar processes, and branching conjunctions (that contain one positive conjunct without leading ⟨ε⟩)
to distinguish non-η-(bi)similar processes. Allowing the observation of stabilization, ¬⟨τ⟩T, increases
distinctive power; requiring stabilization for conjunct observations decreases it.
The name already alludes to HMLsrbb as a whole characterizing stability-respecting branching bisimilar-
ity. Let us quickly recall the operational definition for branching bisimilarity (for instance from [15]):

Definition 2.4 (Branching bisimilarity, operationally). A symmetric relation R is a branching bisimula-
tion if, for all (p,q) ∈ R, a step p α−→ p′ implies (1) α = τ and (p′,q) ∈ R, or (2) q ↠ q′ α−→ q′′ for some
q′,q′′ with (p,q′) ∈ R and (p′,q′′) ∈ R.

If moreover every (p,q) ∈ R with p ̸ τ−→ implies that there is some q′ with q ↠ q′ ̸ τ−→ and (p,q′) ∈ R,
the relation is stability-respecting.

If there is a stability-respecting branching bisimulation RBBsr with (p0,q0) ∈ RBBsr , then p0 and q0
are stability-respecting branching bisimilar.

The power of Definition 2.2 to distinguish matches exactly the power of Definition 2.4 to equate:

Lemma 2.1. HMLsrbb characterizes stability-respecting branching bisimilarity.
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stability-respecting branching bisim BBsr

∞,∞,∞,∞,∞,∞,∞,∞

branching bisim BB
∞,∞,∞,0,∞,∞,∞,∞

η-bisim η

∞,∞,∞,0,0,∞,∞,∞

delay bisim DB
∞,0,∞,0,∞,∞,∞,∞

weak bisim B
∞,0,∞,0,0,∞,∞,∞

2-nested sim 2S
∞,0,∞,0,0,∞,∞,1

contrasim C
∞,0,∞,0,0,0,∞,∞

ready sim RS
∞,0,∞,0,0,∞,1,1

readiness R
∞,0,1,0,0,1,1,1

possible futures PF
∞,0,1,0,0,∞,∞,1

impossible futures IF
∞,0,1,0,0,0,∞,1

sim 1S
∞,0,∞,0,0,∞,0,0

η-sim ηS
∞,∞,∞,0,0,∞,0,0

failures F
∞,0,1,0,0,0,1,1

traces T
∞,0,0,0,0,0,0,0

s.-r. delay bisim DBsr

∞,0,∞,∞,∞,∞,∞,∞

stable bisim SB
∞,0,0,∞,0,∞,∞,∞

stable ready sim RSs

∞,0,0,∞,0,∞,1,1

stable readiness Rs

∞,0,0,1,0,1,1,1

stable imposs. fut. IFs

∞,0,0,1,0,0,∞,1

stable failures Fs

∞,0,0,1,0,0,1,1

Figure 3: Hierarchy of weak behavioral equivalences/preorders, becoming finer towards the top. Each
notion N comes with its expressiveness coordinate eN .

Proof. We use the standard approach for Hennessy–Milner theorems: We prove that Rsrbb := {(p,q) |
∀ϕ ∈ HMLsrbb. p ∈ JϕK −→ q ∈ JϕK} is a stability-respecting branching bisimulation by definition, and
that any formula ϕ ∈HMLsrbb is equally true for stability-respecting branching bisimilar states by induc-
tion on the structure of ϕ . Full proof in report [6].

2.2 Price Spectra of Behavioral Equivalences

Van Glabbeek [23] uses about 20 binary dimensions to characterize 155 “notions of observability” (de-
rived from five dimensions of testing scenarios). These then entail behavioral preorders and equivalences
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given as modal characterizations. In this subsection, we recast the notions of observability as coordinates
in a (more quantitative) 8-dimensional space of HML formula expressiveness.

We will “price” formulas of HMLsrbb by vectors we call energies. The pricing allows to conveniently
select subsets of HMLsrbb in terms of coordinates.
Definition 2.5 (Energies). We denote as energies, En∞, the set (N∪{∞})8.

We compare energies component-wise: (e1, . . . ,e8) ≤ ( f1, . . . , f8) iff ei ≤ fi for each i. Least upper
bounds sup are defined as usual as component-wise supremum.

We write êi for the standard unit vector where the i-th component is 1 and every other component
equals 0. 0 is defined to be the vector (0,0, . . . ,0). Vector addition and subtraction happen component-
wise as usual.
In Figure 3, we order weak equivalences along dimensions of HMLsrbb-expressiveness in terms of op-
erator depths (i.e. maximal occurrences of an operator on a path from root to leaf in the abstract syntax
tree). Intuitively, the dimensions are:

1. Modal depth (of observations ⟨α⟩, (α )),
2. Depth of branching conjunctions (with one observation conjunct not starting with ⟨ε⟩),
3. Depth of unstable conjunctions (that do not enforce stability by a ¬⟨τ⟩T-conjunct),
4. Depth of stable conjunctions (that do enforce stability by a ¬⟨τ⟩T-conjunct),
5. Depth of immediate conjunctions (that are not preceded by ⟨ε⟩),
6. Maximal modal depth of positive conjuncts in conjunctions,
7. Maximal modal depth of negative conjuncts in conjunctions,
8. Depth of negations.

Definition 2.6 (Formula prices). The expressiveness price of a formula expr : HMLsrbb → En∞ is defined
in mutual recursion with helper functions exprε and expr∧; if multiple rules apply to a subformula, pick
the first one:

expr (T) := exprε (T) := 0
expr (⟨ε⟩χ) := exprε (χ)

expr (
∧

Ψ) := ê5 + exprε (
∧

Ψ)

exprε (⟨a⟩ϕ) := ê1 + expr (ϕ)

exprε (
∧

Ψ) := sup {expr∧ (ψ) | ψ ∈ Ψ}+


ê4 if ¬⟨τ⟩T ∈ Ψ

ê2 + ê3 if there is (α )ϕ ∈ Ψ

ê3 otherwise

expr∧ (¬⟨τ⟩T) := 0
expr∧ (¬ϕ) := sup {ê8 + expr (ϕ) , (0,0,0,0,0,0,(expr (ϕ))1 ,0)}

expr∧ ((α )ϕ) := sup {ê1 + expr (ϕ) , (0,0,0,0,0,1+(expr (ϕ))1 ,0,0)}
expr∧ (ϕ) := sup { expr (ϕ) , (0,0,0,0,0,(expr (ϕ))1 ,0,0)}

Definition 2.7 (Linear-time–branching-time equivalences). Each notion N named in Figure 3 with co-
ordinate eN is defined through the language of formulas with prices below, i.e., through ON = {ϕ |
expr(ϕ)≤ eN}.

Recalling Definition 2.3, that is, p ⪯N q with respect to notion N, iff no ϕ with expr(ϕ) ≤ eN dis-
tinguishes p from q. So, this paper sees notions of preorder / equivalence to be defined through these
coordinates and not through other characterizations.
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Example 2.3. The formula ϕτ = ⟨ε⟩⟨op⟩⟨ε⟩
∧
{¬⟨ε⟩⟨b⟩T} in Example 2.2 has expressiveness price

expr(ϕτ) = (2,0,1,0,0,0,1,1). The coordinate is below the one of failures eF = (∞,0,1,0,0,0,1,1) in
Figure 3. Accordingly, Pτ

e is distinguished from Pτ
ℓ by failure ϕτ ∈ OF, that is, Pτ

e ̸⪯F Pτ
ℓ . There neither

are strictly-stable nor strictly-positive formulas to distinguish Pτ
e from Pτ

ℓ . Therefore, stable bisimula-
tion preorder, Pτ

e ⪯SB Pτ
ℓ , and η-simulation preorder, Pτ

e ⪯ηS Pτ
ℓ , apply. (The latter implies the more

well-known weak simulation preorder.)

For stability-respecting branching bisimilarity, where OBBsr = HMLsrbb, Lemma 2.1 establishes that our
modal characterization corresponds to the common relational definition. For some notions, there are
superficial differences to other modal characterizations in the literature, which do not change distinctive
power. We give two examples.

Example 2.4 (Weak trace equivalence and inclusion). The notion of weak trace inclusion (and equiva-
lence) is defined through eT = (∞,0,0,0,0,0,0,0) and Definition 2.6 inducing OT, the language given
by the grammar:

ϕT ::= ⟨ε⟩⟨a⟩ϕT | ⟨ε⟩T | T.

This slightly deviates from languages one would find in other publications. For instance, Gazda et
al. [19] do not have the second production. But this production does not increase expressiveness, as
J⟨ε⟩TK = JTK = P .

Example 2.5 (Weak bisimulation equivalence and preorder). The logic of weak bisimulation observa-
tions OB defined through eB = (∞,0,∞,0,0,∞,∞,∞) equals the language defined by the grammar:

ϕB ::= ⟨ε⟩⟨a⟩ϕB | ⟨ε⟩
∧
{ψB,ψB, . . .} | T

ψB ::= ¬⟨ε⟩⟨a⟩ϕB | ¬⟨ε⟩
∧
{ψB,ψB, . . .} | ⟨ε⟩⟨a⟩ϕB | ⟨ε⟩

∧
{ψB,ψB, . . .}.

Let us contrast this to the definition for weak bisimulation observations OB′ from Gazda et al. [19]:

ϕB′ ::= ⟨ε⟩ϕB′ | ⟨ε⟩⟨a⟩⟨ε⟩ϕB′ |
∧
{ϕB′ ,ϕB′ , . . .} | ¬ϕB′ .

Our OB allows a few formulas that OB′ lacks, e.g. ⟨ε⟩⟨a⟩⟨ε⟩⟨a⟩⟨ε⟩T. This does not add expressiveness
as OB′ has ⟨ε⟩⟨a⟩⟨ε⟩⟨ε⟩⟨a⟩⟨ε⟩T and J⟨ε⟩⟨ε⟩ϕK = J⟨ε⟩ϕK.

For the other direction, there is a bigger difference due to OB′ allowing more freedom in the place-
ment of conjunction and negation. In particular, it permits top-level conjunctions and negated conjunc-
tions without ⟨ε⟩ in between. But these features do not add distinctive power. OB′ also allows top-level
negation, and this adds distinctive power to the preorders, effectively turning them into equivalence re-
lations. We do not enforce this and thus our ⪯B ̸= ∼B; e.g. τ.a ⪯B τ + τ.a, but τ + τ.a ̸⪯B τ.a due to
⟨ε⟩

∧
{¬⟨ε⟩⟨a⟩T}. However, as a distinction by ¬ϕ in one direction implies one by ϕ in the other, we

know that this difference is ironed out once we consider the equivalence ∼B.

3 A Game of Distinguishing Capabilities

This section introduces a game to find out how two states can be distinguished in the silent-step spectrum:
Attacker tries to implicitly construct a distinguishing formula, defender wants to prove that no such
formula exists. The twist is that we use an energy game where energies ensure the possible formulas to
lie in sublogics along the lines of the previous section.
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3.1 Declining Energy Games

Equivalence problems of the strong linear-time–branching-time spectrum can be characterized as multi-
dimensional declining energy games with special min-operations between components as outlined in [5].
In this subsection, we revisit the definitions we will need in this paper. For a more detailed presentation—
in particular on how to compute attacker and defender winning budgets on this class of games—we refer
to [5] and [10].

Definition 3.1 (Energy updates). The set of energy updates, Up, contains (u1, . . . ,u8) ∈ Up where each
component uk is a symbol of the form

• uk ∈ {−1,0} (relative update), or
• uk = minD where D ⊆ {1, . . . ,8} and k ∈ D (minimum selection update).

Applying an update to an energy, upd(e,u), where e = (e1, . . . ,e8) ∈ En∞ and u = (u1, . . . ,u8) ∈ Up,
yields a new energy vector e′ where kth components e′k := ek + uk for uk ∈ Z and e′k := mind∈D ed for
uk = minD. Updates that would cause any component to become negative are undefined, i.e., upd is a
partial function.

Example 3.1. upd((2,0,∞,0,0,0,1,1),(min{1,7},0,−1,0,0,0,0,−1)) equals (1,0,∞,0,0,0,1,0).

Definition 3.2 (Games). An 8-dimensional declining energy game G = (G,Gd, ,w) is played on a
directed graph uniquely labeled by energy updates consisting of

• a set of game positions G, partitioned into
– defender positions Gd ⊆ G and
– attacker positions Ga := G\Gd,

• a relation of game moves ⊆ G×G, and
• a weight function for the moves w : ( )→ Up.

The notation g u g′ stands for g g′ and w(g,g′) = u.

In the games of [5], the attacker wins precisely if they can get the defender stuck without running out of
energy. The energy budgets that suffice for the attacker to win from a game position can be characterized
as follows:

Definition 3.3 (Winning budgets). The attacker winning budgets WinG
a per position of a game G are

defined inductively by the rules:

ga ∈ Ga ga
u g′ upd(e,u) ∈WinG

a (g
′)

e ∈WinG
a (ga)

gd ∈ Gd ∀u,g′. gd
u g′ −→ upd(e,u) ∈WinG

a (g
′)

e ∈WinG
a (gd)

3.2 Delaying Observations in the Spectroscopy Energy Game

We begin with the part of the game that adds the concept of “delayed” attack positions to the “strong”
spectroscopy game of [5]. It matches the black part of the HMLsrbb-grammar of Definition 2.2. Figure 4
gives a schematic overview of the game rules, where the game continues from the dashed nodes as from
the initial node. The colors differentiate the layers of following definitions and match the scheme of
Definition 2.2 and Figure 3.
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[p,Q]a [p,Qε ]
ε

a

(p,Q)d

(p,{q∈Qε | q ̸ τ−→})s
d

(p,α, p′,Qε \Qα ,Qα)
η

d

[p′,Q′]ηa

[p,q]∧a [q,{p′ | p ↠ p′}]εa

[p,{q′ | q ↠ q′}]εa

[p′,Q′]a

Q ↠ Qε

0

Q =∅
0

Q ̸=∅
−ê5

p τ−→ . . . 0

p a−→ p′

Qε

a−→ Q′

−ê1

Q = Qε0
p ̸ τ−→

0

p (α)−→ p′

Qα ⊆ Qε

0

q ∈ Q

−ê3

q ∈ Qε

q ̸ τ−→−ê4
∅= Q =

{q∈Qε | q ̸ τ−→}

−ê4 min{1,6},0,0,0,0,0,0,0

min{1,7},0,0,0,0,0,0,−1

Qα

(α)−−→ Q′ min{1,6},−1,−1,0,0,0,0,0

−ê1

q ∈ Qε \Qα−ê2 − ê3

Figure 4: Schematic spectroscopy game G△ of Definitions 3.4 (the black part), 3.5 (with position (· · ·)s
d),

and 3.6 (with positions (· · ·)s
d, (· · ·)η

d and [· · ·]ηa).

Definition 3.4 (Spectroscopy delay game). For a system S = (P,Σ,−→), the spectroscopy delay energy
game G S

ε = (G,Gd, ,w) consists of

• attacker positions [p,Q]a ∈ Ga,
• attacker delayed positions [p,Q]εa ∈ Ga,
• attacker conjunct positions [p,q]∧a ∈ Ga,
• defender conjunction positions (p,Q)d ∈ Gd,

where p,q ∈ P , Q ∈ 2P , and nine kinds of moves:

• delay [p,Q]a
0,0,0,0,0,0,0,0

[p,Q′]εa if Q ↠ Q′,
• procrastination [p,Q]εa

0,0,0,0,0,0,0,0
[p′,Q]εa if p τ−→ p′, p ̸= p′,

• observation [p,Q]εa
−1,0,0,0,0,0,0,0

[p′,Q′]a if p a−→ p′, Q a−→ Q′, a ̸= τ ,
• finishing [p,∅]a

0,0,0,0,0,0,0,0
(p,∅)d,

• immediate conj. [p,Q]a
0,0,0,0,−1,0,0,0

(p,Q)d if Q ̸=∅,
• late conj. [p,Q]εa

0,0,0,0,0,0,0,0
(p,Q)d,

• conj. answer (p,Q)d
0,0,−1,0,0,0,0,0

[p,q]∧a if q ∈ Q,
• positive conjunct [p,q]∧a

min{1,6},0,0,0,0,0,0,0
[p,Q]εa if {q}↠ Q,

• negative conjunct [p,q]∧a
min{1,7} ,0,0,0,0,0,0,−1

[q,Q]εa if {p}↠ Q and p ̸= q.

Example 3.2. Starting at Pτ
e and Pτ

ℓ of Example 2.1 with energy (2,0,1,0,0,0,1,1), the attacker can
move with [Pτ

e,{Pτ
ℓ}]a

delay observation
[Aτ

e,{Aτ
ℓ ,B

τ
ℓ}]a. (For readability, we label the moves by the names

of their rules.) This uses up ê1 energy leading to level (1,0,1,0,0,0,1,1).
Figure 5 shows how the attacker can win from there. The attacker chooses a delay move and yields

to the defender (Aτ
e,{Aτ

ℓ ,B
τ
ℓ})d. If the defender selects Bτ

ℓ , bringing the energy to (1,0,0,0,0,0,1,1),
the attacker wins by [Aτ

e,B
τ
ℓ ]

∧
a

negative conjunct
[Bτ

ℓ ,A
τ
e]

ε

a
observation finishing

(0,∅)d ̸ . For the defender choosing
Aτ
ℓ , a similar attack works due to [Aτ

ℓ ,A
τ
e]

ε

a
procrastination

[Bτ
ℓ ,A

τ
e]

ε

a. Thus, the attacker wins the game.
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[Aτ
e ,{Aτ

ℓ ,B
τ
ℓ}]a

1,0,1,0,0,0,1,1

⟨ε⟩
∧
{¬⟨ε⟩⟨b⟩}

[Aτ
e ,{Aτ

ℓ ,B
τ
ℓ}]εa

1,0,1,0,0,0,1,1

∧
{¬⟨ε⟩⟨b⟩}

[0,{0}]a

(Aτ
e ,{Aτ

ℓ ,B
τ
ℓ})d

1,0,1,0,0,0,1,1

∧
{¬⟨ε⟩⟨b⟩}

[Aτ
e ,B

τ
ℓ ]

∧
a

1,0,0,0,0,0,1,1

¬⟨ε⟩⟨b⟩T

[Aτ
e ,A

τ
ℓ ]

∧
a

1,0,0,0,0,0,1,1

¬⟨ε⟩⟨b⟩T

[Bτ
ℓ ,{Aτ

e}]εa
1,0,0,0,0,0,0,0

⟨b⟩T
(Bτ

ℓ ,{Aτ
e})d

1,0,1,0,0,1,0,0
1,0,2,0,0,0,1,2

[Bτ
ℓ ,A

τ
e ]

∧
a

1,0,0,0,0,1,0,0
1,0,1,0,0,0,1,2

[Aτ
ℓ ,{Aτ

e}]εa
1,0,0,0,0,0,0,0

⟨b⟩T
(Aτ

ℓ ,{Aτ
e})d

1,0,1,0,0,1,0,0
1,0,2,0,0,0,1,2

[Aτ
ℓ ,A

τ
e ]

∧
a

1,0,0,0,0,1,0,0
1,0,1,0,0,0,1,2

[0,∅]a

0,0,0,0,0,0,0,0

T

[0,∅]εa

0,0,0,0,0,0,0,0

T

(0,∅)d

0,0,0,0,0,0,0,0

T

−ê1

−ê5

−ê3 −ê3

min{1,7}, ...,−1 min{1,7}, ...,−1

min{1,6} min{1,6}

−ê3 min{1,6}

min{1,7}, ...,−1

−ê3min{1,6}

min{1,7}, ...,−1

−ê1

Figure 5: Spectroscopy delay game Gε from [Aτ
e,{Aτ

ℓ ,B
τ
ℓ}]a for Example 3.2. Each position names

minimal attacker-winning budgets (due to the thick arrows) and corresponding distinguishing formulas
(pink). Zeros and 0-updates are omitted for readability. Also, the game graph under defender-won
reflexive position [0,{0}]a (dashed in blue) is omitted.

The tree of winning moves corresponds to formula ϕτ = ⟨ε⟩⟨op⟩⟨ε⟩
∧
{¬⟨ε⟩⟨b⟩T} and budget of

Example 2.3. This is no coincidence, but rather our core design principle for game moves. As we will
prove in Section 4, attacker’s winning moves match distinguishing HMLsrbb-formulas and their prices.

Note that the attacker would not win if any component of the starting energy vector were lower. For
example, eT = (∞,0,0,0,0,0,0,0) /∈Wina([P

τ
e,{Pτ

ℓ}]a) corresponds to weak trace inclusion, Pτ
e ⪯T Pτ

ℓ .

3.3 Covering Stable Failures and Conjunctions

In order to cover “stable” and “stability-respecting” equivalences, we must separately count stable con-
junctions.

Definition 3.5 (Spectroscopy stability game). The stability game G S
s extends the delay game G S

ε of
Definition 3.4 by

• defender stable conjunction positions (p,Q)s
d ∈ Gd,

where p ∈ P , Q ∈ 2P , and three kinds of moves:



B. Bisping & D.N. Jansen 81

• stable conj. [p,Q]εa
0,0,0,0,0,0,0,0

(p,Q′)s
d if Q′ = {q ∈ Q | q ̸ τ−→}, p ̸ τ−→,

• conj. stable answer (p,Q)s
d

0,0,0,−1,0,0,0,0
[p,q]∧a if q ∈ Q,

• stable finishing (p,∅)s
d

0,0,0,−1,0,0,0,0
(p,∅)d.

In principle, we add a move to enter a defender stable conjunction position and a move to leave it, similar
to the defender conjunction positions in Definition 3.4.

Example 3.3. Note that these new rules allow no new (incomparable) wins for the attacker in Exam-
ple 3.2. Therefore, stable bisimulation is another finest preorder (and equivalence) for the example
processes because eSB /∈Wina([P

τ
e,{Pτ

ℓ}]a) for Gs.

3.4 Extending to Branching Bisimulation

One last kind of distinctions is necessary to characterize branching bisimilarity, the strongest common
abstraction of bisimilarity for systems with silent steps: its characteristic branching conjunctions.

Definition 3.6 (Weak spectroscopy game). The weak spectroscopy energy game G S
△ extends Defini-

tion 3.5 by

• defender branching positions (p,α, p′,Q,Qα)
η

d ∈ Gd,
• attacker branching positions [p,Q]ηa ∈ Ga,

where p, p′ ∈ P and Q,Qα ∈ 2P as well as α ∈ Σ, and four kinds of moves:

• branching conj. [p,Q]εa
0,0,0,0,0,0,0,0

(p,α, p′,Q\Qα ,Qα)
η

d if p (α)−→ p′, Qα ⊆ Q,
• branch. answer (p,α, p′,Q,Qα)

η

d
0,−1,−1,0,0,0,0,0

[p,q]∧a if q ∈ Q,
• branch. observation (p,α, p′,Q,Qα)

η

d

min{1,6} ,−1,−1,0,0,0,0,0
[p′,Q′]ηa with Qα

(α)−→ Q′,
• branch. accounting [p,Q]ηa

−1,0,0,0,0,0,0,0
[p,Q]a.

Intuitively, the attacker picks a step p α−→ p′ and some Qα ⊆ Q that they claim to be inable to immediately
simulate this step. For the remaining Q \Qα , the attacker claims that these can be dealt with by other
(possibly negative) delayed observations. The defender then chooses which claim to counter.

Example 3.4. Consider the CCS processes a+ τ.b+ b and a+ τ.b. The first process explicitly allows
a b to happen before deciding against a. To weak bisimilarity, for instance, this is transparent. To more
branching-aware notions, it constitutes a difference.

The two processes can be distinguished as follows in the weak spectroscopy game with energy budget
(1,1,1,0,0,1,0,0): First, the attacker enters a defender branching position [a+τ.b+b,{a+τ.b}]a

delay

[a+ τ.b+b,{a+ τ.b,b}]εa
branching conjunction

(a+ τ.b+b,b,0,{b},{a+ τ.b})η

d. The defender can then pick
between two losing options:

• ( · · ·)η

d
branching answer

[a+ τ.b+ b,b]∧a: Attacker responds [ · · · ]∧a
positive conjunct a-observation finishing

(0,∅)d,
which corresponds to formula ⟨ε⟩⟨a⟩T.

• ( · · ·)η

d
branching observation

[0,{}]ηa: Attacker replies [ · · · ]ηa
branching accounting finishing

(0,∅)d, which corre-
sponds to the (b)T-observation in the context of a branching conjunction.

Taken together, the attacker wins this game constellation with a strategy that corresponds to the formula
⟨ε⟩

∧
{(b),⟨ε⟩⟨a⟩}.

The formula disproves η-simulation preorder and thus branching bisimilarity. However, the two pro-
cesses are (stability-respecting) delay-bisimilar as there are no delay bisimulation formulas to distinguish
them.
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4 Correctness

We now state in what sense winning energy levels and equivalences coincide in the context of a transition
system S = (P,Σ,−→).

Theorem 4.1 (Correctness). For all e ∈ En∞, p ∈ P , Q ∈ 2P , the following are equivalent:

1. There exists a formula ϕ ∈ HMLsrbb with price expr(ϕ)≤ e that distinguishes p from Q.

2. Attacker wins G S
△ from [p,Q]a with e (that is, e ∈Win

G S
△

a ([p,Q]a)).

With Definition 2.7, this means that, for a notion of equivalence N with coordinate eN in Figure 3, p ⪯N q
precisely if the defender wins, eN /∈Wina([p,{q}]a).

The proof of the theorem is given through the following three lemmas. The direction from (1) to
(2) is covered by Lemma 4.1 when combined with the upward-closedness of attacker winning budgets.
From (2) to (1), the link is established through strategy formulas by Lemmas 4.2 and 4.3. The proofs
can be found on arXiv [6] and have also been formalized in an Isabelle/HOL theory.2

4.1 Distinguishing formulas imply attacker-winning budgets

Lemma 4.1. If ϕ ∈ HMLsrbb distinguishes p from Q, then expr(ϕ) ∈Wina([p,Q]a).

Proof. By mutual structural induction on ϕ , χ , and ψ with respect to the following claims:

1. If ϕ ∈ HMLsrbb distinguishes p from Q ̸=∅, then expr(ϕ) ∈Wina([p,Q]a);
2. If χ distinguishes p from Q ̸= ∅ and Q is closed under ↠ (that is Q ↠ Q), then exprε(χ) ∈

Wina([p,Q]εa);
3. If ψ distinguishes p from q, then expr∧(ψ) ∈Wina([p,q]∧a).
4. If

∧
Ψ distinguishes p from Q ̸=∅, then exprε(

∧
Ψ) ∈Wina((p,Q)d);

5. If
∧
{¬⟨τ⟩T} ∪ Ψ distinguishes p from Q ̸= ∅ and all the processes in Q are stable, then

exprε(
∧
{¬⟨τ⟩T}∪Ψ) ∈Wina((p,Q)s

d);
6. If

∧
{(α )ϕ ′}∪Ψ distinguishes p from Q, then, for any p (α)−→ p′ ∈ Jϕ ′K and Qα = Q \ J⟨α⟩ϕ ′K,

exprε(
∧
{(α )ϕ ′}∪Ψ) ∈Wina((p,α, p′,Q\Qα ,Qα)

η

d).

Full proof in report [6].

4.2 Winning attacks imply cheap distinguishing formulas

Definition 4.1 (Strategy formulas). The set of attacker strategy formulas Strat for a G△-position with
given energy level e is derived from the sets of winning budgets, Wina, inductively according to the rules
in Figure 6.

As an example how to read the above rules, procr states that if there is a move [p,Q]εa
u [p′,Q]εa (based

on Definition 3.4, this must be a procrastination move), and the strategy formulas of the latter position
contain χ , then also the strategy formulas of the former position contain χ .

Lemma 4.2. If e ∈Wina([p,Q]a), then there is ϕ ∈ Strat([p,Q]a,e) with expr(ϕ)≤ e.

Proof. By induction over the structure of Definition 3.3. Full proof in report [6].

2The formalization can be found on https://github.com/equivio/silent-step-spectroscopy.

https://github.com/equivio/silent-step-spectroscopy
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delay
[p,Q]a

u [p,Q′]εa e′ = upd(e,u)∈Wina([p,Q′]εa) χ ∈ Strat([p,Q′]εa,e
′)

⟨ε⟩χ ∈ Strat([p,Q]a,e)

procr
[p,Q]εa

u [p′,Q]εa e′ = upd(e,u)∈Wina([p′,Q]εa) χ ∈ Strat([p′,Q]εa,e
′)

χ ∈ Strat([p,Q]εa,e)

observation

[p,Q]εa
u [p′,Q′]a

e′ = upd(e,u)∈Wina([p′,Q′]a) p a−→ p′ Q a−→ Q′
ϕ ∈ Strat([p′,Q′]a,e

′)

⟨a⟩ϕ ∈ Strat([p,Q]εa,e)

immediate conj
[p,Q]a

u (p,Q)d e′=upd(e,u)∈Wina((p,Q)d) ϕ ∈ Strat((p,Q)d,e
′)

ϕ ∈ Strat([p,Q]a,e)

late conj
[p,Q]εa

u (p,Q)d e′=upd(e,u)∈Wina((p,Q)d) χ ∈ Strat((p,Q)d,e
′)

χ ∈ Strat([p,Q]εa,e)

conj
(p,Q)d

uq
[p,q]∧a ∀q ∈ Q. eq=upd(e,uq)∈Wina([p,q]∧a) ∧ ψq ∈ Strat([p,q]∧a,eq)∧

{ψq | q ∈ Q} ∈ Strat((p,Q)d,e)

pos
[p,q]∧a

u [p,Q′]εa e′ = upd(e,u) ∈Wina([p,Q′]εa) χ ∈ Strat([p,Q′]εa,e
′)

⟨ε⟩χ ∈ Strat([p,q]∧a,e)

neg
[p,q]∧a

u [q,P′]εa e′ = upd(e,u) ∈Wina([q,P′]εa) χ ∈ Strat([q,P′]εa,e
′)

¬⟨ε⟩χ ∈ Strat([p,q]∧a,e)

stable
[p,Q]εa

u (p,Q′)s
d e′=upd(e,u)∈Wina((p,Q′)s

d) χ ∈ Strat((p,Q′)s
d,e

′)

χ ∈ Strat([p,Q]εa,e)

stable conj

(p,Q)s
d

uq
[p,q]∧a

Q ̸=∅ ∀q ∈ Q. eq=upd(e,uq)∈Wina([p,q]∧a) ∧ ψq ∈ Strat([p,q]∧a,eq)∧
({¬⟨τ⟩T}∪{ψq | q ∈ Q}) ∈ Strat((p,Q)s

d,e)

stable finish
(p,∅)s

d
u (p,∅)d e′=upd(e,u)∈Wina((p,∅)d)∧

{¬⟨τ⟩T} ∈ Strat((p,Q)s
d,e)

branch

[p,Q]εa
u (p,α, p′,Q′,Qα)

η

d

e′=upd(e,u) ∈Wina((p,α, p′,Q′,Qα)
η

d) χ ∈ Strat((p,α, p′,Q′,Qα)
η

d,e
′)

χ ∈ Strat([p,Q]εa,e)

branch conj

gd = (p,α, p′,Q,Qα)
η

d
uα [p′,Q′]ηa

u′α [p′,Q′]a
eα =upd(upd(e,uα),u′α) ∈Wina([p′,Q′]a) ϕα ∈ Strat([p′,Q′]a,eα)

∀q ∈ Q. gd
uq

[p,q]∧a ∧ eq=upd(e,uq)∈Wina([p,q]∧a) ∧ ψq∈ Strat([p,q]∧a,eq)∧
({(α )ϕα}∪{ψq | q ∈ Q}) ∈ Strat((p,α, p′,Q,Qα)

η

d,e)

Figure 6: Strategy formula constructions for Definition 4.1.
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Figure 7: Screenshot of equiv.io solving Example 5.1.

Lemma 4.3. If ϕ ∈ Strat([p,Q]a,e), then ϕ distinguishes p from Q.

Proof. By induction over the derivation of · · · ∈ Strat(g,e) according to Definition 4.1. Full proof in
report [6].

5 Deciding All Weak Equivalences at Once

The weak spectroscopy energy game enables algorithms to decide all considered behavioral equiva-
lences. An open-source prototype implementation can be tried out on https://equiv.io. Moreover,
there is an extension of CAAL (Concurrency Workbench, Aalborg Edition, [1]) with the entailed algo-
rithm on https://github.com/equivio/CAAL. Both yield the expected output on the finitary exam-
ples from [23].

The game allows checking individual equivalences by instantiating it to start with an energy vector
eN from Figure 3. The remaining reachability game can be decided with (usually exponential) time and
space complexities depending on the selected energy vector.

More generally, one can decide all equivalences at once by computing the pareto frontier of attacker
budgets Wina([p,{q}]a). The algorithm of [10] for multi-weighted games, has space complexity O(|G|)
and time complexity O(| | · |G| ·o) for bounded energies (due to a concrete spectrum), where o is the
out-degree of . For this paper’s weak spectroscopy game, G△, we have |G△| ∈ O(|−→| · 3|P|) and
| △| ∈ O(|−→| · |P| · 3|P|), and also o△ ∈ O(|−→| · 2|P|), because of the defender branching positions
and their surroundings. This amounts to exponential time complexity. Clearly, the approach is mostly
tailored towards small examples. But often these are all one needs:
Example 5.1. Let us try our initial Example 2.1 of abstracted processes (Figure 7 and https://equiv.

io/#stable-unstable-abstraction). The browser tool takes about 100 ms (considering a game of

equiv.io
https://equiv.io
https://github.com/equivio/CAAL
https://equiv.io/#stable-unstable-abstraction
https://equiv.io/#stable-unstable-abstraction
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112 positions) to report that Pe and Pℓ are stable and unstable readiness-equivalent. Pτ
e and Pτ

ℓ on the
other hand are stable-bisimilar. This output immediately tells us that only notions either strictly finer than
readiness or coarser than stable bisimilarity can be congruences for abstraction. In particular, unstable
failures, which Gazda et al. [19, Corr. 9] report to be a congruence for abstraction, cannot be one because
the unstable failure formula ⟨ε⟩⟨op⟩⟨ε⟩

∧
{¬⟨ε⟩⟨a⟩T} distinguishes Pτ

e from Pτ
ℓ , analogously to ϕτ of

Example 2.2.

6 Related Work and Conclusion

This paper provides the first generalized game characterization for the spectrum of “weak” behavioral
equivalences and preorders. To this end, Section 2 introduced a new modal characterization of branching
bisimilarity that can be used to capture the modal logics of the silent-step spectrum. With this perspective,
the set of weak equivalence problems becomes just one quantitative problem, expressible as one energy
game in Section 3.

Other generalized game characterizations by Chen and Deng [11] and by us [7, 5] have only ad-
dressed strong equivalences or parts of the spectrum [28, 29]. Fahrenberg et al. [14] treated a quantitative
game interpretation for behavioral distances, as well disregarding silent-step notions. Extending this line
of work to account for silent steps in full is necessary for virtually every application.

In the silent-step spectrum, many things are more complicated. There are several abstractions of
bisimilarity: branching, η , delay and weak bisimilarity, as well as contrasimilarity, stable bisimilarity
and coupled similarity. We have had to radically depart from their existing games [18, 9, 8] to cover
all equivalences. Depending on whether stabilization is required for negated and conjunct observations,
each equivalence notion has different weak versions. Our game characterization is the first to explicitly
consider stability-respecting notions, thereby unifying stable equivalences [23] and unstable ones [19].
This unification enables observations about the applicability of (un)stable equivalences as the one in
Example 5.1.

The framework of codesigning games and grammars can also easily be extended to cater for more
notions, for instance, divergence-aware ones, or even to combine strong and weak ones in one game.
The connection to energy games enabled us to boost our approach using Brihaye and Goeminne’s recent
polynomial decision procedure for multi-weighted games [10].

We have added to the rich body of work on modal characterizations of branching bisimilarity [12, 23,
15, 21, 20]. Continuing [7, 5], our work participates in a recent trend towards a modal focus for equiv-
alences, also found in Ford et al. [16] connecting graded modal logics and monads, and in Wißmann et
al. [30] as well as Beohar et al. [4]. Like Martens and Groote [27], we find minimal-depth distinguishing
formulas for branching bisimilarity, but we solve the problem for all weak notions at once.

Our main related work, of course, is van Glabbeek’s linear-time–branching-time spectrum [22, 23].
Up to today, part II on silent steps is available only as “extended abstract” (in two versions!), while part I
has seen a journal version [24] and refinements by others [17]. We hope the present work makes the
wisdom on weak equivalences of part II more accessible to tools and humans alike.

Acknowledgments. We would like to thank Rob van Glabbeek and the EXPRESS/SOS’24 audience for dis-
cussing the material with us, as well as several anonymous referees for pointing out weaknesses in a previous ver-
sion of this paper. Special thanks is due to the TU Berlin students Lisa A. Barthel, Leonard M. Hübner, Caroline
Lemke, Karl P. P. Mattes, and Lenard Mollenkopf, who validated the present paper in Isabelle/HOL, uncovering
and addressing several flaws.
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