Page Tables Reuvisited

T
L] THE UNIVERSITY OF
RS NEW SOUTH WALES




Learning Outcomes

* An understanding of virtual linear array
page tables, and their use on the MIPS
R3000.

* Exposure to alternative page table
structures beyond multi-level and inverted
page tables.
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Virtual Linear Array page table

Uses a page table array indexed by page number

Page table array is in virtual memory with only used
pages of the array allocated in physical memory

A second page table root node has translations for the

page table itself
=

4-kbyte root
page table

4-Gbyte virtual address space
4-Mbyte page table




Virtual Linear Array Operation

4-kbyte root
v\\

page table
4-Gbyte virtual address space
4-Mbyte page table

 Index into page table array without referring to root PT!
« Simply use the full page number as the PT index!

* Leave unused parts of PT unmapped!

* |f access is attempted to unmapped part of PT, a
secondary page fault is triggered
— This will load the mapping for the PT from the root PT
— Root PT is kept in physical memory (cannot trigger page faults)
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R3000 TLB Refill

» Dedicated exception handler

« Can be optimised for TLB refill
only

— Does not need to check the
exception type

— Does not need to save any
registers

» It uses a specialised
assembly routine that only
uses kO and k1.

— Does not check if PTE exists
« Assumes virtual linear array —
see extended OS notes
« With careful data structure
choice, exception handler can
be made very fast

 An example routine
mfcO0 k1l,CO0 CONTEXT
mfcO0 kO0,CO _EPT # mfcO delay

lw k1,0 (k1)
# fault (k

nop

mtcO0 k1,CO E

orig EPC)

LO
nop
tlbwr

jr kO

rfe

How does this
work?




cO Context Register

31 21 20 Z 1 0

PTEEase 3ad VPN ()

« cO Context=PTEBase + 4 * PageNumber

— PTEs are 4 bytes

— PTEBase is the base local of the page table array (note: aligned
on 4 MB boundary)

— PTEBase is (re)initialised by the OS whenever the page table
array is changed

« E.g on a context switch

— After an exception, cO_Context contains the address of the PTE

required to refill the TLB.
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Virtual Linear Array Page Table

« Use Context register to simply
load PTE by indexing a PTE
array in virtual memory

* QOccasionally, will get double

fa u ItS 4-kbyte root
— A TLB miss, while servicing a TLB ragetahlo
miss
— Handled by general exception
handler |

4-Ghbyte virtual address space % - 4-Mbyte page table B
/PTEbase in virtual

memory in kseg2
* Protected from
user access

<
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Code for VLA TLB refill handler

-
Load PTE

address from
context register

-

Move the PTE
into EntryLo.

\

-
Write EntryLo

into random TLB

entry.

/
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mfcO0 k1l,CO0 CONTEXT
mfcO0 kO0,CO0 _EPC
1w k1,0(kl)

nop
mtcO k1l,CO ENTRYLO
nop

tlbwr

jr kO

rfe ii;i\\\

~
Return from the
exception

\ J

# mfcO delay slot
# may double fault
(kO = orig EPC)

~
Load address of

instruction to
return to

v

Load the PTE. \

Note: this load can cause a
TLB refill miss itself, but
this miss is handled by the
general exception vector.
The general exception
vector has to understand
this situation and deal with

\_In appropriately /




Software-loaded TLB

* Pros
— Can simplify hardware design

— provide greater flexibility in page table
structure

e Cons

— typically have slower refill times than
hardware managed TLBs.
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Design Tradeoffs for Software-Managed TLBs

David Nagle, Richard Uhlig, Tim Stanley, Stuart Sechrest Trevor
Mudge & Richard Brown

ISCA '93 Proceedings of the 20th annual international symposium on computer
architecture
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Trends at the time

« QOperating systems
— moving functionality into user processes

— making greater use of virtual memory for mapping data
structures held within the kernel.

« RAM is increasing
— TLB capacity is relatively static

o Statement:

— Trends place greater stress upon the TLB by increasing miss
rates and hence, decreasing overall system performance.

— True/False? How to evaluate?

1 THE UNIVERSITY OF
i NEW SOUTH WALES

15



Twom Kerne! Code (U
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/r \ Functions
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Page Tables Aﬁgﬂ'

Figure 1: Tapeworm

The Tapeworm TLB simulator is buik into the operating system and is
invokad whenever there Is a real TLB miss. The simulator uses the real TLB
misses to simulate ks own TLB configuration(s). Because the simulator
resides in the operating system, Tapeworm captures the dynamic nature of
the system and avoids the problems associated with simulators driven by
static traces.
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Each PTE maps ona,
4K page of user text or
data.

L2 PTE

Each L2 PTE maps
one, 1,024 enlry user
page table page.
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L1K PTE
Each PTE maps one, 4K
page of kemel lexi or

Wirlual Address Space

L3

L3 PTE

Each L3 PTE maps 1 page

Physical Address Space

of either L2 PTEs or L1K

PTEs.

Figure 2: Page Table Structure in OSF1 and Mach 3.0

The Mach page lables lorm a 3Hevel struciure with the first two levels resid
ing In virtual (mapped) apace. The top of the page table struciure holds the
usar pages which are by lavel 1 usar (L1U) PTE=. Thesa L1U PTEs
are slored in tha L1 page table with sach lask having its own set of L1 page
tablos.

Mapping the L1 page tables are the laval 2 (L2) PTEs, They are stord In the
L2 page tables which hold both L2 PTEs and level 1 kemel (L1K) PTEs. In
tum, the L2 pages are mapped by the level 3 (L3} PTEs slored In the L3
Pago tablo. At boot tme, the L3 pege lable & lixed In unmapped physical
memary. This serves as an anchor to the page table hlararchy becauss ralar-
ancas lo the L3 page lable do not go through tha TLB.

The MIFS R2000 architeclure has a fived 4 KByle page size. Each PTE
requires 4 byles of siorage. Thersiors, a single L1 page table page can hoid
1.024 L1U PTEs, or 4 Megabytes of vidual address space. Likewisa, the L2
pape tables can directly map eilther 4 Hngnbyﬂ.ﬂhmﬂdaﬂnrlmﬂrmhr
map 4 GBylas of L10U data.
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TLB Miss Type Ulrix | OSFA Mach 3.0
L1U 1 20 20
L1K 3a3 T T

2 454 511 07
= R el
Modity a7s 436 490
_lwakd i 36 | o 267

Table 3; Costs for Different TLB Miss Types

This table shows the number of machine cycles (at 60 na/cycle) required 1o
sanvice different types of TLB misses. To determine thase costs, Monster

waa used fo collect a 128K-eniry histogram of imings for aach type of miss.

We separale TLB miss types into the six

described balow. Nola

that Ulrix does not have L3 misses bacausa R implements a 2-level page

L1u
L1K

L2

L3

TLEB mi=ss on a level 1 usar PTE.
TLE mi=s on a avad 1 kamal PTE.

TLB miss on evel 2 PTE. This can only occur after a
misa on a kevel 1 user PTE.

TLE miss on a level 3 PTE. Can occur after althar a
vl 2 mitss or A evel 1 kemal miss,

A page protection violation.
An access to an page marked as imvalld (page faul).
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Note the TLB miss costs

* What is expected to be the common case?
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Flle system, networking, scheduling and Unix
interface reside Inside a monolithic kemnel.
Kernel text resides in unmapped space.
UltriX places most kemel data structures in
unmapped space while OSF/1 uses mapped
space for many of ks kemel data structures.
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File system, networking, and Unix interface
reside inside the monolithic Unix Server. Ker-

nel text and some data reside In unmapped
vitual space but the Unix Server Is in

mappeod user space.
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Same as standard Mach 3.0, but with increased
functionality provided by a server task. The AFS
Cache Manager Is elther inside the Unix Server
or in its own, userslevel server (as pictured
abova).
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Measurement Results

System T°“'(3:}“"" L1U L1K L2 L3 Invalid Modity Total
Ultrbx 583 9,021,420 135,847 3,828 16,191 116 9.177.401
OSF/ 892 | 9817502| 1509073 34,972 207,163 79,200 22490 | 11,691,398
Mach3 o758 21,466,165 1,682,722 352,713 556,264 165,849 125409 24,349,121
Mach3+AFSin 1,371 30,123 212 2,493,283 330,803 690,441 168,429 127,245 33,033,413
Mach3+AFSOut 1,517 31,611,047 2,712,970 1,042 527 987,648 188,128 127 505 36,640 834

Table 5: Number of TLB Misses
Total TLB
System | Service Time L1u L1K L2 L3 Invalid Modify ﬁu"l:;r;:
(sec)
Ultrix 11.82 B.66 2.M a1 0.33 0.00 2.03%
OSFN 5185 11.78 32.16 1.07 440 132 in 5.81%
Mach3 80.01 25.76 29.68 8.61 955 2.66 3.75 8.21%
Mach3+AFSin 106.56 36.15 43.98 8.08 11.85 2.70 3.8 T.77%
Mach3+AFSOut 134.71 37.83 47.86 2546 16.95 2.69 3.82 8.86%

Table 6: Time Spent Handling TLB Misses

These tables show the number of TLB misses and amount of time spent handling TLB misses for each of the operating systems
studied. In Ultrix, most of the TLB misses and TLB miss time is spent servicing L1U TLB misses. However, for OSF/1 and various
versions of Mach 3.0, L1K and L2 misses can overshadow the L1U miss time. The increase in Modify misses Is due to OSF/ and

Mach 3.0's use of protection to implement copy-on-write memory sharing.
i)



Specialising the L2/L1K miss vector

Previous
Toal | New | .
TPLSIPTE | Counts | Cost | Total | goueq
Table6 | (sec) | (®¢°
(sec)
Mach3+AFSin
L1U 0128212 3615] 3015 0.00
L2 330,803 8.08 0,79 7.29
LiK 2493283 | 4398 290 | 4090
(3 600,441 185 185 0.00
Modity 127,045 381 a8t 0.00
— 168,420 2.70 270 0.00
Total 33,933,413 106.56 58.29 48.28

Table 7: Recomputed Cost of TLB Misses Given
Additional Miss Vectors (Mach 3.0)

Supplying a separale inlerrupt vector for L2 misses and aliowing the uTLB
o THE UNIVERSITY OF handier to service L1K misses reduces thelr cost to 40 and 20 cycles, respec- 24
# down to 0.79 and 2.99 seconds, respactively.




Itanium Page Table

* Takes a bet each way
* Loading

— software
— two different format hardware walkers

* Page table
— software defined

— Virtual linear array
— Hashed
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Per-region VHPT VPN | |VPN Global VHPT

D
$ Hash Jr
Short Format Tt e Long Format
PPN PPN
S _/ PKEY | psize
64 bits Tag
Tag used for matching Chain
psize is page size |
S ___\\/f__
= 4 x 64 bits
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Thatis it!




