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This paper presents an on-the-fly uniformization techniquefor the analysis of time-inhomogeneous
Markov population models. This technique is applicable to models with infinite state spaces and
unbounded rates, which are, for instance, encountered in the realm of biochemical reaction networks.
To deal with the infinite state space, we dynamically maintain a finite subset of the states where most
of the probability mass is located. This approach yields an under-approximation of the original,
infinite system. We present experimental results to show theapplicability of our technique.

1 Introduction

Markov population models (MPMs) are continuous-time Markov processes, where the state of the sys-
tem is a vector of natural numbers (i.e., the populations). Such models are used in various application
domains: biology, where the state variables describe the population sizes of different organisms, queue-
ing theory, where we model a state as a vector of queue occupancies, chemistry, where the state variables
represent the amount of molecules of different chemical species, etc [11].

Besides the expectations and variances of the different populations, the probabilities of certain events
occurring can be of interest when studying MPMs. It may be necessary to know the probability of the
extinction of a species, the probability that a population reaches a certain threshold, or even the full
distribution of the MPM at a certain time-point, for instance to calibrate model parameters.

Many Markov population models haveinfinitely many states. In the case of biological or chemical
applications, we normally cannot provide hard upper boundsfor population numbers and in the field of
queueing theory it may be interesting to consider unboundedqueues. The evaluation of infinite MPMs
through numerical [4] or statistical [7] analysis has been well-studied fortime-homogeneousmodels
where the dynamics of the system are independent of time. In [4] the state space of the model is generated
and truncated on-the-fly during the transient solution, that is, during a certain time interval only states
that are relevant at that time are considered. Thus, states are added at a certain step and dropped at a
later time when they become irrelevant. A similar techniqueis proposed in [3] for the solution of time-
homogeneous discrete-time Markov chains. Note that this isdifferent from on-the-fly techniques for the
computation of steady-state probabilities where the relevent part of the state space is generated but states
are never dropped as time progresses [14].

Many Markov models aretime-inhomogeneous, that is, their dynamics change over time. For in-
stance, when modeling an epidemic, we may have to take into account that infection rates vary season-
ally. For traffic models, time-dependent arrival rates can be used to model the morning and evening rush
hours. In cellular biology we see that reaction propensities depend on the cell volume, which waxes and
wanes as the cell grows and divides. The class of finite time-inhomogeneous Markov models has also
been studied in recent years [2, 5, 13].

http://dx.doi.org/10.4204/EPTCS.57.1
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In this paper, we develop a numerical algorithm to approximate transient probability distributions
(i.e., the probability to be in a certain state at a certain time) for infinite time-inhomogeneous MPMs. We
consider MPMs with state-dependent rates and do not requirethe existence of an upper-bound for the
transition rates in the MPM.

Our algorithm is based on theuniformizationtechnique, which is a well-known method to approxi-
mate the transient probability distribution of finite time-homogeneous Markov models [10, 9]. Recently,
two adaptations of uniformization have been developed. These adaptations respectively approximate
the transient probabilities for finite time-inhomogeneous[2] and infinite time-homogeneous [4] Markov
models. Our algorithm combines and refines these two techniques such that infinite time-inhomogeneous
MPMs with unbounded rates can be tackled. We present two casestudies to investigate the effectiveness
of our approach.

2 Markov Population Models

Markov chains with large or even infinite state spaces are usually described by some high-level model-
ing formalism that allows the generation of a (possibly infinite) set of states and transitions. Here, we
use transition classes to specify a Markov population model, that is, a continuous-time Markov chain
(CTMC) {X(t), t ≥ 0} with state spaceS= Z

n
+ = {0,1, . . .}n, where thei-th state variable represents the

number of instances of thei-th species. Depending on the application area, “species” stands for types of
system components, molecules, customers, etc. The application areas that we have in mind are chemical
reaction networks, performance evaluation of computer systems, logistics, epidemics, etc [11].

Definition 1 (Transition Class) A transition classτ is a triple (G,w,α) where G⊆ Z
n
+ is theguard,

w∈ Z
n is thechange vector, andα : G×R≥0 → R≥0 is the time-dependentrate function. Moreover, for

any x∈ Z
n
+, we have that x∈ G implies x+w∈ Z

n
+.

The guard is the set of states where an instance ofτ is possible, and if the current state isx ∈ G then
x+w∈Z

n
+ is the state after an instance ofτ has occurred. The rateα(x, t) determines the time-dependent

transition probabilities for an infinitesimal time-stepdt

Pr(X(t +dt) = x+w | X(t) = x) = α(x, t) ·dt+o(dt),

whereo is a function such thato(0) = 0 and limh→0 o(h)/h= 0.
A CTMC X can be specified by a set ofm transition classesτ1, . . . ,τm as follows. Forj ∈ {1, . . . ,m},

let τ j = (G j ,w j ,α j). For eacht ∈ R≥0 we define the generator matrixQ(t) of X such that the row that
describes the transitions of a statex has entryα j(x, t) at positionQ(t)x,x+wj wheneverx ∈ G j and zero
otherwise. Moreover, the diagonal entries ofQ(t) are the negative sums of the off-diagonal row entries
because the row sums of a generator matrix are zero. We assumethat each change vectorw j has at
least one non-zero entry. To simplify the presentation we assume that all change vectors are distinct.
We remark thatX is calledtime-homogeneouswhenQ(t) is equal for allt. Otherwise,X is calledtime-
inhomogeneous.

Example 1 We consider a simple gene expression model for E. coli cells [16]. It consists of the tran-
scription of a gene into messenger RNA (mRNA) and subsequenttranslation of the latter into proteins. A
state of the system is uniquely determined by the number of mRNA and protein molecules, that is, a state
is a pair (xM ,xP) ∈ Z

2
+. We assume that initially there are no mRNA molecules and no proteins in the

system, i.e., Pr(X(0) = (0,0)) = 1. Four types of reactions occur in the system. Let j∈ {1, . . . ,4} and
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τ j = (G j ,w j ,α j) be the transition class that describes the j-th reaction type. We first define the guard
sets G1, . . . ,G4 and the change vectors w1, . . . ,w4.

• Transition classτ1 models gene transcription. The corresponding stoichiometric equation is/0→
mRNA. If aτ1-transition occurs, the number of mRNA molecules increasesby one. Thus, w1 =
(1,0). This transition class is possible in all states, i.e., G1 = Z

2
+.

• We represent the translation of mRNA into protein byτ2 (mRNA→ mRNA+P). Aτ2-transition is
only possible if there is at least one mRNA molecule in the system. We set G2 = {(xM ,xP) ∈ Z

2
+ |

xR > 0} and w2 = (0,1). Note that in this case mRNA is a reactant that is not consumed.

• Both mRNA and protein molecules can degrade, which is modelled byτ3 andτ4 (mRNA→ /0 and
P→ /0). Hence, G3 = G2, G4 = {(xM ,xP) ∈ Z

2
+ | xP > 0}, w3 = (−1,0), and w4 = (0,−1).

Let k1,k2,k3,k4 be real-valued positive constants. We assume that transcription happens at rate
α1(xM ,xP, t) = k1 ·V(t), that is, the rate is proportional to the cell volume V(t) [17]. The (time-
independent) translation rate depends linearly on the number of mRNA molecules. Therefore,α2(xM ,xP, t)
= k2 ·xM . Finally, for degradation, we setα3(xM,xP, t) = k3 ·xM andα4(xM,xP, t) = k4 ·xP.

We now discuss the transient probability distribution of a MPM. LetSbe the state space ofX and let
the transition functionP(t, t +∆) be such that the entry for the pair(x,y) of states equals

P(t, t +∆)xy = Pr(X(t +∆) = y | X(t) = x) , t,∆ ≥ 0.

If the initial probabilitiesPr(X(0) = x) are specified for eachx ∈ S, the transient state probabilities
p(t)(x) := Pr(X(t) = x), are given by

p(t)(y) =∑x∈S
p(0)(x) ·P(0, t)xy.

We assume that a transition class description uniquely specifies a CTMC and rule out “pathological
cases” by assuming that the sample pathsX(t) are right-continuous step functions. In this case the
transition functions are the unique solution of the Kolmogorov backward and forward equations

d
dt

P(t0, t) = Q(t) ·P(t0, t) (1)

d
dt

P(t0, t) = P(t0, t) ·Q(t), (2)

where 0≤ t0 ≤ t. Multiplication of Eq. (2) with the row vectorp(t0) with entriesp(t0)(x) gives

d
dt

p(t) = p(t) ·Q(t). (3)

If S is finite, algorithms for the computation ofp(t) are usually based on the numerical integration of the
linear system of differential equations in Eq. (3) with initial conditionp(0). Here, we focus on another ap-
proach called uniformization that is widely used for time-homogeneous Markov chains [10]. It has been
adapted for time-inhomogeneous Markov chains by Van Dijk [5] and subsequently improved [13, 2].
The main advantage of solution techniques based on uniformization is that they provide an underapprox-
imation of the vectorp(t) and, thus, provide tight error bounds. Moreover, they are numerically stable
and often superior to numerical integration methods in terms of running times [15].
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3 Uniformization

Uniformization is based on the idea to construct, for a CTMCX, a Poisson processN(t), t ≥ 0 and a
subordinated discrete-time Markov chain (DTMC)Y(i), i ∈ N such that for allx and for allt

Pr(X(t) = x) = Pr(Y(N(t)) = x) . (4)

Since Poisson processN and DTMCY are independent, the equation above can be written as

Pr(Y(N(t)) = x) =
∞

∑
i=0

Pr(Y(i) = x)Pr(N(t) = i) . (5)

For a finite time-homogeneous MPM with state spaceS the rateΛ of the Poisson processN (also called
theuniformization rate) is chosen to be greater than or equal to the maximal exit-rate appearing inX

Λ ≥ max
x∈S

m

∑
j=1

α j(x).

For the DTMCY we find transition probabilities

Pr(Y(i+1) = x+w j |Y(i) = x) =
α j(x)

Λ
.

WhenX is time-inhomogeneous, Arns et al. [2] suggest to define the time-dependent uniformization rate
Λ(t) of the inhomogeneousPoisson process (IPP)N as

Λ(t) ≥ max
x∈S

m

∑
j=1

α j(x, t). (6)

For the (time-dependent) transition probabilities of the DTMC Y we then have thatα j (x,t)
Λ(t) is the proba-

bility to enter statex+w j from statex if a state-change occurs at timet. Arns et al. prove that Eq. (4)
holds if theα j are (right or left) continuous functions int and if S is finite (see Theorem 7 in [2]). Here,
we relax the latter condition and allowS to be infinite. If supx∈S∑ j α j(x, t) < ∞ during the time interval
of interest, the proof of Eq. (4) may be expected to proceed along similar lines. In our case, however,
supx∈S∑ j α j(x, t) = ∞ and then the Poisson processN is not well-defined as its rate must be infinite
according to Eq. (6). Therefore, the infinite state space hasto be truncated in an appropriate way.

3.1 State Space Truncation

We consider a time interval[t, t + ∆) of length ∆, where the transient distribution at timet, p(t), of
the infinite time-inhomogeneous MPMX is known. We now wish to approximate the transient distri-
bution at timet +∆, p(t+∆). We assume thatp(t) has finite supportSt,0. DefinePr(N(t, t +∆) = i) =
Pr(N(t +∆)−N(t) = i) as the probability thatN performsi steps within[t, t +∆). For a fixed positive
ε ≪ 1, letRand the rate functionΛ be such thatSt,R is the set of states that are reachable, with probability
greater than or equal to 1− ε , from the setSt,0 in the time-interval[t, t +∆) within at mostR transitions,
i.e.

R

∑
i=0

Pr(N(t, t +∆) = i)≥ 1− ε . (7)
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Furthermore, we have that the rate ofN at timet ′ ∈ [t, t +∆) must satisfy

Λ(t ′)≥ max
x∈St,R

m

∑
j=1

α j(x, t
′). (8)

Note thatΛ(t ′) is adaptive and depends ont ′, t, ∆, St,0, andR as opposed to Arns et al. whereΛ(t ′)
depends only ont ′, t, and∆ because they consider finite state spaces.

Finding appropriate values for∆ andR is non-trivial asΛ(t ′) determines the speed of the Poisson
processN and thereby influences the value ofR. On the other hand,R determines the size of the setSt,R

and thus influencesΛ(t ′). We discuss how to find appropriate choices for∆ andR given the setSt,0 in
Section 4.1.

Assume that we find∆ andR with the above mentioned properties and defineΛ(t ′) as in Eq. (8).
Then, for allx∈ S, we get anε-approximation

Pr(X(t+∆)=x)≥
R

∑
i=0

Pr(Y(i)=x∧N(t, t+∆)= i) , (9)

whereY has initial distributionp(t). The probabilitiesPr(Y(i) = x∧N(t, t +∆) = i) can now be approx-
imated in the same way as for the finite case [2].

From Eq. (9) we see that it is beneficial ifR is small, since this means fewer probabilities have to be
computed in the right-hand side of Eq. (9). Note that the truncation-pointR is small when the uniformiza-
tion ratesΛ(t ′) are small during[t, t +∆) because ifN jumps at a slower rate thenPr(N(t, t +∆)> i)
becomes smaller. Thus, it is beneficial to chooseΛ(t ′) as small as possible while still satisfying Eq. (8).

3.2 Bounding approach

Let p̂(t+∆)(x) denote the right hand side of Eq. (9), i.e., the approximation of the transient probability of
statex at timet +∆. We compute this approximation with the uniformization method as follows. The
processesY andN are independent which implies that

Pr(Y(i)=x∧N(t, t+∆)= i) = Pr(Y(i)=x) ·Pr(N(t, t+∆)= i) .

The probabilitiesPr(N(t, t +∆) = i) follow a Poisson distribution with parameterΛ̄(t, t +∆) ·∆, where

Λ̄(t, t +∆) = 1
∆
∫ t+∆

t Λ(t ′)dt′.

For the distributionPr(Y(i)=x), Arns et al. suggest an underapproximation that relies on the fact that
for any time-pointt ′ ∈ [t, t +∆) we have:

α j (x,t ′)
Λ(t ′) ≥ mint ′′∈[t,t+∆]

α j (x,t ′′)
Λ(t ′′) =: u j(x, t, t +∆).

Thus, fori ∈ {1,2, . . . ,R}, we iteratively approximatePr(Y(i)=y) as

Pr(Y(i)=y)≥ ∑
x, j:y=x+wj

Pr(Y(i −1)=x) ·u j(x, t, t+∆)+Pr(Y(i −1)=y) ·u0(y, t, t+∆). (10)

Here,x ranges over all direct predecessors ofy and the self-loop probabilityu0(y, t, t +∆) of y is given
by

u0(y, t, t +∆) = min
t ′∈[t,t+∆]

(

1−
m
∑
j=1

α j (y,t ′)
Λ(t ′)

)

.
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Note that often we can splitα j(x, t ′) into two factorsλ j(t ′) andr j(x) such thatα j(x, t ′) = λ j(t ′) · r j (x)
for all t ′, j,x1. Thus, the functionsλ j : R≥0 → R>0 contain the time-dependent part (but are state-
independent) and the functionsr j : S→R>0 contain the state-dependent part (but are time-independent).
Then each minimum defined above can be computed for all statesby considering

min
t ′∈[t,t+∆]

λ j (t ′)
Λ(t ′) .

In particular, ifλ j andΛ are monotone, the above minimum is easily found analytically.
The approximation in Eq. (10) implies that for the time interval [t, t +∆), we compute a sequence

of substochastic vectorsv(1),v(2), . . . ,v(R) to approximate the probabilitiesPr(Y(i) = y). Initially we
start the DTMCY with the approximation ˆp(t) =: v(0) of the previous step. Then we computev(i+1)

from v(i) based on the transition probabilitiesu j(x, t, t +∆) for i ∈ {0,1, . . . ,R}. Since these transition
probabilities may sum up to less than one, the resulting vector v(i+1) may also sum up to less than one.
Since, for the computation of ˆpt+∆, we weight these vectors with the Poisson probabilities andadd them
up the underapproximation ˆpt+∆ contains an additional approximation error. In general, the larger the
time-period∆, the worse the underapproximationsu j(x, t, t +∆) are and thus the underapproximation
p̂t+∆ becomes worse as well. We illustrate this effect by applyingthe bounding approach to our running
example.

Example 2 In the gene expression of Example 1, the time-dependence is due to the volume and only
affects the rate functionα1 of the first transition class. The time until an E. coli cell divides varies
widely from about 20 minutes to many hours and depends on growth conditions. Here, we assume a cell
cycle time of one hour and a linear growth [1]. Thus, if at timet = 0 we consider a cell immediately
after division then the cell volume doubles after 3600 sec. Assume that∆ ≤ 3600. Then,α1(x, t ′) =
k′1 · (1+

t ′

3600) for all x ∈ S. Assume we have a right truncation point R such that

Λ(t ′) = max
xR,xP

k′1 · (1+
t ′

3600
)+ (k2+k3) ·xR+k4 ·xP

where xR and xP range over all states(xR,xP) ∈ S0,R and Eq.(7) holds. Then we find, for each time-point
t ′ ∈ [0,∆), the same state for which the exit-rateα0(x, t ′) :=∑m

j=1α j(x, t ′) is maximal, since the only time-
dependent propensity is independent of the state-variables. Let(xmax

R ,xmax
P ) denote this state. In general

this is not the case, for instance in the realm of chemical reaction systems we have that the propensities
of bimolecular reactions (reactions of the from A+B → . . .) are dependent both on cell-volume and
the population numbers. For such a system we may find that different states have the maximal exit-rate
within the time-frame[0,∆). We discuss how to overcome this difficulty in Subsection 4.2. The transition
probabilities of the DTMC Y are now defined as

u1(xR,xP,0,∆) = min
t ′∈[0,∆]

α1(xR,xP, t ′)
Λ(t ′)

=
α1(x,0)

Λ(0)
=

k′1
k′1+(k2+k3) ·xmax

R +k4 ·xmax
P

and, for j∈ {2,3},

u j(xR,xP,0,∆) = min
t ′∈[0,∆]

α j(xR,xP, t ′)

Λ(t ′)
= min

t ′∈[0,∆]

k j ·xR

Λ(∆)
=

k j ·xR

k′1 · (1+
∆

3600)+ (k2+k3) ·xmax
R +k4 ·xmax

P

,

1Note that this decomposition is always possible for chemical reaction networks where the time-dependence stems from
fluctuations in reaction volume or temperature.
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Support at timet

x2

x1

St,0

Truncation for the first step

x2

x1

St,0

St,R

Truncation for the second step

x2

x1

St,0

St+∆,0

St+∆,R

Figure 1: Illustration of the state space truncation approach for the two-dimensional case. Given the
distribution p̂(t) with supportSt,0, a truncation pointRand a time-step∆, we compute in the first step the
distribution p̂(t+∆) with supportSt,R = St+∆,0. For the next step we consider the setSt+∆,R.

u4(xR,xP,0,∆) =
k4 ·xP

k′1 · (1+
∆

3600)+ (k2+k3) ·xmax
R +k4 ·xmax

P

.

For the self-loop probability we find:

u0(xR,xP,0,∆) = min
t ′∈[0,∆]

(

1−
4

∑
j=1

α j(xR,xP, t ′)

Λ(t ′)

)

=

(

1− max
t ′∈[0,∆)

4

∑
j=1

α j(xR,xP, t ′)

Λ(t ′)

)

= 1−
4

∑
j=1

α j(xR,xP,∆)
Λ(∆)

= 1−
k′1 · (1+

∆
3600)+ (k2+k3) ·xR+k4 ·xP

k′1 · (1+
∆

3600)+ (k2+k3) ·xmax
R +k4 ·xmax

P

.

We now calculate the fraction of probability lost during thecomputation of v(i+1) from v(i), i.e.,

1−
4

∑
j=0

u j(xR,xP,0,∆) =
k′1 · (1+

∆
3600)

k′1 · (1+
∆

3600)+ (k2+k3) ·xmax
R +k4 ·xmax

P

−
k′1

k′1+(k2+k3) ·xmax
R +k4 ·xmax

P

=
(k2+k3) ·xmax

R +k4 ·xmax
P

k′1+(k2+k3) ·xmax
R +k4 ·xmax

P
−

(k2+k3) ·xmax
R +k4 ·xmax

P

k′1 · (1+
∆

3600)+ (k2+k3) ·xmax
R +k4 ·xmax

P

.

For ∆ = 0 we have a probability loss of0 and for ∆ > 0 we can see that the probability loss increases
with increasing∆.

3.3 Time-stepping approach

Given that a large time horizon may lead to decreased accuracy, Arns et al. [2] suggest to partition the
time period of interest[0, tmax) in steps of length∆. In each step, an approximation of the transient
distribution at the current time instant, ˆp(t), is computed and used as initial condition for the next step.
The number of states that we consider, that is,|St,R| grows in each step. The probabilities of all remaining
states ofSare approximated as zero. Thus, each step yields a vector ˆp(t+∆) with positive entries for all
statesx ∈ St,R that approximatePr(X(t +∆) = x). The vector ˆp(t+∆) with supportSt,R = St+∆,0 is then
used as the initial distribution to approximate the vector ˆp(t+∆+∆′). See Figure 1 for a sketch of the state
truncation approach. Note that the chosen time-period∆ may vary for different steps of the approach.
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It is easy to see that the total error is the sum of the errors ineach step, where the error of a single step
equals the amount of probability mass that “got lost” due to the underapproximation. More precisely, we
have two sources of error, namely the error due to the truncation of the infinite sum in Eq. (5) and the
error due to the bounding approach that relies on Eq. (10).

In [2], Arns et al. giveexactformulas for the first three terms of the sum in Eq. (9) (fori = 0,1,2).
Thus, if the approximation ˆp(t) of p(t) is exact, then ˆp(t+∆) is an underapproximation due to the remaining
terms in Eq. (9). This implies that the smallerR becomes, the closer the error will be to the error
boundε . On the other hand, a small truncation point means that only asmall time step∆ is possible (see
Eq. (7)), which means that many steps are necessary until thefinal time instanttmax is reached. In order
to explore the trade-off between running time and accuracy,we run experiments with different values
for the predefined truncation pointR that determines the step size∆. We report on these experiments in
Section 5.

4 On-the-fly Algorithm

As we can see in Figure 1, the number of states that are considered to compute ˆp(t
max) from p̂(t) grows in

each step, since all states within a radius ofR transitions from a state in the previous setSt,0 are added.
This makes the approach infeasible for Markov models with a large or even infinite state space because
the memory requirements are too large. Therefore, we suggest to use a similar strategy as described in
previous work [4] to keep the memory requirements low and achieve faster running times.

The underlying principle of this approach is to dynamicallymaintain a snapshot of the part of the
state space where most of the transient probability distribution is located. We achieve this by adding
and removing states in an on-the-fly fashion. The decision which states to add and which states to
remove depends on a small probability thresholdδ > 0. After the computation of the vectorv(i+1)

based onv(i), we set all entries inv(i+1) to zero that have a probability less thanδ . This significantly
reduces the computational complexity since only parts of the transition probability matrix ofY have to
be generated [4] (for instance, we explore 360000 states at time instantt = 600 for the gene expression
system of Example 1 ifδ = 0 but only 5700 states are stored whenδ = 10−15). Let

S(0) := {x : v(0)(x)> 0}= St,0

and, fori ∈ {1, . . . ,R} let S(i) be the set of states that we consider to computev(i+1) from v(i). We remark
that this also decreases the speed of the Poisson processN since the setsSt,0 andSt,R are smaller and thus
the maximum in Eq. (8) is now taken over fewer states. We illustrate this effect in Figure 2. This effect
is particularly important if during an interval[t, tmax) in certain parts of the state space the dynamics of
the system is fast while it is slow in other parts where the latter contain the main part of the probability
mass. On the other hand, the thresholdδ introduces another approximation error which may become
large if the time horizon of interest is long. Moreover, ifρ is a bound for the error introduced by the
above strategy of neglecting certain states, we can reservea portion of the probability lossρ · ∆

tmax
for the

interval [t, t +∆) and repeat the computation with a smaller thresholdδ if more than the allowed portion
of probability was neglected.

The approximation that we suggest above is again an underapproximation and since the approxima-
tions suggested in the previous sections are also underapproximations, we are still able to compute the
total error of the approximation ˆp(t) of p(t) as

1− ∑
x∈St,R

p̂(t)(x). (11)
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Support at timet

x2

x1

St,0

Truncation for the first step

and approx. support of ˆpt+∆

x2

x1

St,0

St,R

St+∆,0

Truncation for the second step

x2

x1

St+∆,0

St+∆,R

Figure 2: Illustration of the on-the-fly algorithm for the two-dimensional case. Given the distribution
p̂(t) with supportSt,0, a truncation pointRand a time-step∆, we compute in the first step the distribution
p̂(t+∆) with approximate supportSt+∆,0 ⊂ St,R. For the next step we consider the setSt+∆,R.

Clearly, t ′ > t implies that the error at timet ′ is higher than the error at timet. For our experimental
results in Section 5 we chooseδ = 10−15 and report on the total error of the approximation at timetmax.

4.1 Determining the step-size

Given an error boundε > 0, a time-pointt, for which the support of ˆp(t) is St,0, and a time-pointtmax for
which we wish to approximate the transient probability distribution, we now discuss how to find a time-
step∆ such that Eqs. (7) and (8) hold. Recall that the probabilities Pr(N(t, t +∆) = i) follow a Poisson
distribution with parameter̄Λ(t, t +∆) ·∆, which we denote byµR,∆ to emphasize the dependence on∆
and the right truncation pointR. Note that the latter dependence is due to the maximum in Eq. (8) that is
defined over the setSt,R, the set of all states that are reachable from a state inSt,0 by at mostR transitions.
We have

µR,∆ =
∫ t+∆

t
Λ(t ′)dt′. (12)

Here, we propose to first choose a desired right truncation point R∗ and then find a time-step∆ such
that Eqs. (7) and (8) hold. We perform an iteration where in each step we systematically choose different
values for∆ and compare the associated right truncation pointR with R∗. SinceµR∗,∆ is monotone in
∆ this can be done in a binary search fashion as described in Algorithm 1(a) . We start with the two
bounds∆− = 0 and∆+ = tmax− t. The function FindMaxState(∆,R∗) finds a statexmax such that for all
time-pointst ′ ∈ [t, t +∆) we have

m

∑
j=1

α j(x
max, t ′)≥ max

x′∈St,R∗

m

∑
j=1

α j(x
′, t ′). (13)

The choice ofxmax also determines the uniformization rate

Λ(t ′) =
m

∑
j=1

α j(x
max, t ′).

It immediately follows from Eq. (13) that Eq. (8) holds. In Section 4.2, we discuss how to findΛ
efficiently by selecting a statexmax, while avoiding that the uniformization ratesΛ(t ′) are chosen to be
very large.
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Input R∗, t, tmax, ε
Output ∆, xmax

Global State spacêS, ...

1 ∆+ := tmax− t; //upper bound for∆
2 R := 0;
3 xmax := FindMaxState(∆+,R∗);
4 µR∗,∆+ := ComputeParameter(t, t +∆+,xmax)

5 R+ := FoxGlynn(µR∗,∆+ ,ε);
6 if R+ ≤ R∗ then
7 ∆ := ∆+;

8 else
9 R− := 0;∆− := 0; //lower bound for∆
10 while R 6= R∗

11 ∆ := ∆+−∆−

2 ;
12 µR∗,∆ := ComputeParameter(∆,R∗);
13 R := FoxGlynn(µR∗,∆,ε);
14 if R− < R∗ < R

15 R+ := R;∆+ := ∆;
16 elseifR< R∗ < R+

17 R− := R;∆− := ∆;
18 endif
19 endwhile
20 endif

(a) The step size∆ is determined in a binary-search fash-
ion.

Input t0, tmax, pt0, ε , R∗

Output pt1, pt2, ..., ptmax

Global State spacêS, ...

1 tcur := t0;

2 (∆,xmax) := Algorithm 1(R∗, tcur, tmax,ε);
3 tnext := tcur+∆;
4 µ := ComputeParameter(tcur, tnext,xmax);

5 while tcur ≤ tmax

6 i := 1
7 while i ≤ R∗

8 Computev(i)(x); //DTMC probabilities

9 Compute IPP N probabilities;
10 Accumulate ˆptcur(x); //CTMC probabilities

11 i := i +1;
12 endwhile
13 tcur := tnext;

14 (∆,xmax) := Algorithm 1(R∗, tcur, tmax,ε);
15 tnext := tcur+∆;
16 µ := ComputeParameter(tcur, tnext,xmax);

17 endwhile

(b) The complete algorithm.

Fig. 1: Algorithms

The function ComputeParameter(t, t +∆,xmax) now computes the integralµR∗,∆ usingxmax. If pos-
sible we compute the integral analytically, otherwise we use a numerical integration technique. The
function FoxGlynn(µ ,ε) computes the right truncation point of a homogeneous Poisson process with
rateµ for a given error boundε , i.e. the valueR̂ that is the smallest positive integer such that

R̂

∑
i=0

µ i

i!
e−µ ≥ 1− ε .

For the refinement of the bounds∆− and∆+ in lines 13–17 we exploit thatR is monotone in∆.

4.2 Determining the maximal rates

The function FindMaxState(∆,R∗) in Algorithm 1(a) finds a statexmax such that its exit-rate is greater
or equal than the maximal exit-rateα0(x, t ′) = ∑m

j=1 α j(x, t ′) over all statesx in St,R∗ . In principal it
is enough to find a functionΛ(t ′) with this property, for instance the function maxx∈St,R∗ ∑m

j=1α j(x, t ′),
but this function may be hard to determine analytically and it is also not clear how to represent such a
function practically in an implementation. Selecting a state xmax and definingΛ(t ′) to be the exit-rate of
this state solves these problems.
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We now present two ways of implementing the function FindMaxState.

a) For this approach we assume that all rate functions increase monotonically in the state variables.
This is, for instance, always the case for models from chemical kinetics. We exploit that the change
vectors are constant and define for each dimensionk∈ {1, . . . ,n}

wmax
k := max

j∈{1,...,m}
w jk

wherew jk is thek-th entry of the change vectorw j . For the setSt,0 we compute, the maximum
value for each dimensionk∈ {1, . . . ,n}

ymax
k := max

y∈St,0

yk.

We now find the statexmax which is guaranteed to have a higher exit-rate than any statein St,R∗ for
all time-points in the interval[t, t +∆) as follows,

xmax
k := ymax

k +R∗ ·wmax
k .

It is obvious that the state variablesxmax
k are upper bounds for the state variables appearing in

St,R∗ . Then, since all rates increase monotonically in the state variables, we have that the exit-
rate ofxmax= (xmax

1 , . . . ,xmax
n ) must be an upper-bound for the exit-rates appearing inSt,R∗ for all

time-points.

b) The first two moments of a Markov population model can be accurately approximated using the
method of moments proposed by Engblom [6]. This approximation assumes that the expectations
and the (co-)variances change continuously and deterministically in time and it is accurate for
most models with rate functions that are at most quadratic inthe state variables. We approximate
the meansEk(t ′) := E[Xk(t ′)] and the variancesσ2

k (t
′) := VAR[Xk(t ′)] for all k ∈ {1, . . . ,n}. For

eachk, we determine the time instantt̂ ∈ [t, t +∆) at whichEk(t̂)+ ℓ ·σk(t̂) is maximal for some
fixed ℓ. We use this maximum to determine the spread of the distribution, i.e. we assume that
the values ofX(t ′) will stay below xmax

k := Ek(t̂) + ℓ · σk(t̂) with high probability. Note that a
more detailed approach is to consider the multivariate normal distribution with meanE[X(t ′)] and
covariance matrixCOV[X(t ′)]. But since the spread of a multivariate normal distributionis difficult
to derive in higher dimensions, we simply consider each dimension independently. We now have
xmax= (xmax

1 , . . . ,xmax
n ). If during the analysis a state is found which exceedsxmax in one dimension

then we repeat our computation with a higher value forℓ. To make this approach efficient,ℓ has
to be chosen in an appropriate way. Our experimental resultsindicate that for two-dimensional
systems the choiceℓ= 4 yields the best results.

4.3 Complete algorithm

Our complete algorithm now proceeds as follows (see Algorithm 1(b)). Given an initial distributionp(0)

with finite supportS0,0, a time-boundtmax, thresholdsδ andε , and a desired right truncation pointR∗,
we first sett := 0. Now we compute a time-step∆ and the statexmax using Algorithm 1(a) with inputs
R∗, t, tmax, andε . We then approximate the transient distribution ˆpt+∆ using an on-the-fly version of the
bounding approach [2], where the state space is dynamicallymaintained and states with probability less
thanδ are discarded as described above. For the rate functionΛ(t) we use the exit-rate of statexmax.
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When computing DTMC probabilities, we use exact formulas for the first two terms [2] of the sum in
Eq. (9) and lower bounds, given by Eq. (10), for the rest. Thisgives us the approximation ˆpt+∆ with
finite supportSt+∆,0. We now sett := t +∆ and repeat the above step with initial distribution ˆpt until we
havet = tmax.

5 Case Studies

We implemented the approach outlined in Section 4 in C++ and ran experiments on a 2.4GHz Linux ma-
chine with 4 GB of RAM. We consider a Markov population model that describes a network of chemical
reactions. According to the theory of stochastic chemical kinetics [8], the form of the rate function of a
reaction depends on how many molecules of each chemical species are needed for one instance of the
reaction to occur. The relationship to the volume has been discussed in detail by Wolkenhauer et al. [17].
If no reactants are needed2, that is, the reaction is of the form /0→ . . . thenα j(x, t) = k j ·V(t) where
k j is a positive constant andV(t) is the volume of the compartment in which the reactions take place.
If one molecule is needed (caseSi → . . .) thenα j(x, t) = k j · xi wherexi is the number of molecules of
type Si . Thus, in this case,α j(x, t) is independent of time. If two distinct molecules are needed(case

Si +Sℓ → . . .) thenα j(x, t) =
kj

V(t) ·xi ·xℓ.
All these theoretical considerations are based on the assumption that the chemical reactions are

elementary, that is, they are not a combination of several reactions. Our example may contain non-
elementary reactions and thus a realistic biological modelmay contain different volume dependencies.
But since the focus of the paper is on the numerical algorithm, we do not aim for an accurate biological
description here.

We conduct experiments with two reaction networks. The firstone is a simple gene expression
(described in Ex. 1). The second one is a gene regulatory network, called the exclusive switch [12]. It
consists of two genes with a common promotor region. Each of the two gene productsP1 andP2 inhibits
the expression of the other product if a molecule is bound to the promotor region. More precisely, if
the promotor region is free, molecules of both typesP1 andP2 are produced. If a molecule of typeP1 is
bound to the promotor region, only molecules of typeP1 are produced. If a molecule of typeP2 is bound
to the promotor region, only molecules of typeP2 are produced. No other configuration of the promotor
region exists. The probability distribution of the exclusive switch is bistable which means that after a
certain amount of time, the probability mass concentrates on two distinct regions in the state space. The
system has five chemical species of which two have an infinite range, namelyP1 andP2. We define the
transition classesτ j = (G j ,w j ,α j), j ∈ {1, . . . ,10} as follows.

• For j ∈ {1,2} we describe production ofPj by G j = {x ∈ N
5 | x3 > 0}, w j = ej , andα j(x, t) =

0.5·x3. Here,x3 denotes the number of unbound DNA molecules which is either zero or one and
the vectorej is such that all its entries are zero except thej-th entry which is one.

• We describe degradation ofPj by G j+2 = {x∈N
5 | x j > 0}, w j+2 =−ej , andα j+2(x, t) = 0.005·x j .

Here,x j denotes the number ofPj molecules.

• We model the binding ofPj to the promotor asG j+4 = {x ∈ N
5 | x3 > 0,x j > 0}, w j+4 = −ej −

e3+ej+3, andα j+4(x, t) = (0.1− 0.05
3600 · t) · x j · x3 for t ≤ 3600. Here,x j+3 is one if a molecule of

typePj if bound to the promotor region and zero otherwise.

2Typically, reactions requiring no reactants are used in thecase of open systems where it is assumed that the reaction is
always possible at a constant rate and the reactant population is not explicitly modelled.
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Case study
FindMaxState

implementation
R∗ Total

error
Ex. time |S| min% Poisson%

Gene

expression

method a)

5 4.69·10−4 14 min

33962

95 5

10 1.33·10−2 10 min 78 22

15 2.24·10−2 5 min 64 36

20 9.92·10−2 3 min 41 59

method b)

5 4.78·10−4 27 min

33130

95 5

10 9.63·10−3 14 min 77 23

15 4.08·10−2 10 min 58 42

20 7.73·10−2 7 min 41 59

Exclusive

switch

method a)

5 2.38·10−6 21 min

1740

80 20

10 1.63·10−5 29 min 75 25

15 2.51·10−5 68 min 47 53

20 3.32·10−5 2 h 38 62

method b)

5 3.56·10−6 17 h

1752

89 11

10 1.55·10−4 3 h 78 22

15 6.51·10−4 1.5 h 59 41

20 1.71·10−3 1 h 42 58

Table 1: Results of the analysis of case studies.

• For unbinding ofPj we defineG j+6 = {x∈N
5 | x j+3 > 0}, w j+6 = ej +e3−ej+3, andα j+6(x, t) =

0.005·x j+3.

• Finally, we have production ofPj if a molecule of typePj is bound to the promotor, i.e.,G j+8 =
{x∈ N

5 | x j+3 > 0}, w j+8 = ej , andα j+8(x, t) = 0.5·x j+3.

Note that only the rate functionsα5 and α6, which denote the binding of a protein to the promotor
region, are time-dependent. This is intuitively clear since if the cell volume grows it becomes less likely
that a protein molecule is located close to the promotor region. We started the system at timet = 0 in
state(0,0,1,0,0) with probability one and considered a time horizon oft = 3600. For the simple gene
expression system (Example 1) we started at timet = 0 in state(0,0) and considered the same time
horizon. Table 1 contains the results of our experiments. The first column refers to the system under
study and the second one shows the variation used to implement the method FindMaxState which we
suggest in Section 4.2. The third column lists the differentvalues for right truncation pointR∗. We
list the total error at timetmax in the fourth column (see Eq. (11)). Program execution time is given in
the fifth column and the sixth column with heading|S| contains the maximal size of the setSt,R∗ that we
considered during the analysis. The next two columns describe the percentage of the total probability loss
due to the bounding approach (min%) and due to the truncation of the infinite sum in Eq. (5) (Poisson%).
The two percentages in one row do not sum up to one since we store only states that have significant
probability (w.r.t thresholdδ ), which is the third error source. However, this lost portion is negligible for
the two systems that we consider. For our implementation we kept the inputε = 10−10 of Algorithm 1(a)
fixed.
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5.1 Discussion

We now discuss the effect of the different input parameters on the performance of our algorithm and start
with the implementation of the method to approximatexmax. For both systems the method ”b” is less
effective than method ”a” (see Section 4.2). Method ”b” gives larger uniformization rates than method
”a”, which leads to slower execution times. Notice that the execution time grows when we use method
”a” for the exclusive switch system when we choose the largervalues forR∗. This is due to the fact that
it always finds a statexmax without taking expectations and covariances into consideration. This results
in large over-approximations for such a bi-stable system. The effect of the choice between methods ”a”
and ”b” on the accuracy is not completely clear, both methodsprovide the same order of the probability
loss for the simple gene expression system. For the second case study method ”a” provides tighter error
bounds for larger values ofR∗.

In the Table 1 we show results obtained withδ = 10−15. Naturally, choosing a lower threshold results
in larger execution times but one can gain a deeper exploration of the state space. This fact can also be
used to obtain a coarse solution for certain system by setting δ = 10−5, for instance.

The effect of the choice ofR∗ is most interesting. Choosing a larger value forR∗ means that more
summands on the right-hand side of Eq. (10) have to be approximated using the bounding approach. This
decreases the accuracy of the algorithm since the larger time steps∆ are conducted and one obtain coarse
approximation. However it reduces the running time sincetmax can be covered using fewer iterations.
Notice that the percentage of the probability loss due to truncation of the infinite sum in Eq. (5) grows
whenR∗ is chosen to be large. The reason is that we compute only first 3exact terms in the sum and
remaining terms are approximations. Thus the choice ofR∗ determines the compromise between running
time and accuracy.

6 Conclusion

We have presented an algorithm for the numerical approximation of transient distributions for infinite
time-inhomogeneous Markov population models with unbounded rates. Our algorithm provides a strict
lower bound for this transient distribution. There is a trade-off between the tightness of the bound and
the performance of the algorithm, both in terms of computation time and required memory.

As future work, we will investigate the relationship between the parameters of our approach (trun-
cation point, the significance thresholdδ , the method by which we determine the rate of the Poisson
process), the accuracy and the running time of the algorithmmore closely. For this we will consider
Markov population models with different structures and dynamics.
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